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Lecture Outlines

Examples of computing mean and variance
Deterministic and Stochastic Signals
Random Process
Classification
Stationarity
Statistical Independence
Time Average & Ergodicity
Correlation functions



Example A1
Compute mean and Variance
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Multiple Random Variables
X1 and X2 are two random variables
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Multiple Random Variables
X1 and X2 are two random variables

)()()()(

}{
?)(?,}{

)})({(),(

212
2

1
2

21

21

221121

XXCovabXVbXVaYV

xbxaYE
YVisWhatYEisWhat

xbxaYLet
xxxxEXXCov

++=

+=
==

+=
−−=



Multiple Random Variables
Example

X1 and X2 are two random variables
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Multiple Random Variables
Example

X1 and X2 are two random variables

0188.0375.0*75.03.0}{}{

3.0)3(}{

375.0))1(5.1(}{

75.0)3(}{

212121

2112

1

0 1

1

021

2
2

2

1

0 222

11

1

0 111

=−=−=

==

=−==

===

∫∫

∫

∫

µµ

µ

µ

XXEXXCov

dxdxxxxXXE

dxxxxE

dxxxxE



Correlation
X1 and X2 are two random variables
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Deterministic and Stochastic Signals

Deterministic Signals

y(t)=10 sin(2t)
x(t)=2-3t

Random (Stochastic) Signals
y(t)=A sin(2t)

A is random variable uniformly 
distributed [1, 2]

x(t)=A  
A is random variable
v(t) =10 sin (2t+A)

A is normally distributed N(0,1)

Random Processes



Random Process
A random process X(t,s) is a function of time 
and sample space.
X(t,s) is often written as X(t) for simplicity
Each member time function is called sample 
function , ensemble member or a realization 
of the process.
When t is fixed and s varies  

X(t,s) → random variable



Example of Random Process

Random variables are functions of the sample 
space.
Random processes are functions of time and the 
sample space
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Example
Tossing a die

Ali
One sample signal

(realization)
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Ensemble of players. Each generates a 
different but statistically similar realization. 



Classification of Random Processes

Continuous
Random
Process

Discrete
Random
Process

Continuous
Random

Sequence

Discrete
Random

Sequence



Classification of Processes
1. Continuous Random Process

X(t,s):  X is continuous and t can have a 
continuum of values
Example: thermal noise

2. Continuous Random Sequence
X  is continuous  but the time t is discrete



Classification of Processes
3. Discrete Random Process

X has discrete values while t is continuous

4. Discrete Random Sequence
Both time and the random variable are 
discrete



Stationary
A random Process is stationary if all its 
statistical properties do not change with time.

First order stationary process
Second order stationary process
Wide Sense stationary process
Strict Sense Stationary process



First order stationary process
The probability density function of a first order 
stationary process satisfies

If x(t) is a first order stationary process then
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Second order stationary process
The Second order density function of a second 
order stationary process satisfies

If x(t) is a second order stationary process then
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R
The second order stationary may be more restrictive than 
needed in many applications. A more useful form is Wide Sense 
Stationary process.
A process is Wide Sense Stationary process if

Second order stationary          Wide Sense Stationary process.
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Example
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Nth order and strict sense Stationary

A random process is stationary of order N if 
its Nth order density function is invariant to 
shift in the origin time.
Stationarity of order N means stationarity of 
orders k for all k ≤ N
A random process is strict sense stationary if 
it is stationary of all orders N=1,2,3,….



Jointly Wide Sense stationary
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Time Average
The time average of x(t) 
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Ergodic Process
A process is ergodic If the time average is equal to 
the ensemble average.
If a process is ergodic then a single sample time 
signal contains all statistical variations of the process
We do not need more than one time sample.



Ergodic Process
If the time average and time autocorrelation are equal 
to the statistical average and statistical 
autocorrelation then the process is ergodic.

Ergodity is very restrictive. The assumption of ergodity
is used to simplify the problem 

∫∫

∫∫

−∞→

∞

∞−

−∞→

∞

∞−

+=−

=

T

TT

T

TT

dttxtx
T

dxxptxtx

dttx
T

dxxptx

)()(
2
1lim)())()((

)(
2
1lim)()(

ττ



Reading Material 

Chapter 6 (P.Z.  Peebles. Probability, 
Random variables and Random Signal 
Principles, 2nd Ed. 1987)
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