Altashkeel. v1

The Tashkeel algorithm in its basic form takes a text string of unvoweled words and returns a text string with vowelized words.

Limitation of the current version:

1- the text string must be in Unicode wide character format ( short integer)

2- All the unvoweled words must exist in the vocabulary data base. The algorithm does not have currently a means to accommodate new words.

3- The input text should not have numbers, symbols, or special characters, only Arabic letter characters are accepted.

4- The generated voweled words are without end case. End case would be generated by a post processing module.
Data base description:

1- Voweled word vocabularly:  

               Train_word_list.txt : contains a list of all voweled words in a Unicode text 

                                                  file. Words with different end cases are considered 

                                                  the same. 
               Train_word_count.txt: contains the frequency of the word in the training

                                                     database.

                Train_word_index.txt: contains the indices of the words  in the list file,.i.e.

                                                      I(k) gives a pointer to the kth word in the list file.

2- Unvowled word vocabulary:

               Train_uvword_list.txt : contains a list of all unvoweled  words in a 
                                                      Unicode text  file.

               Train_uvword_count.txt: contains the frequency of the unvoweled word in 
                                                        the training  database.

               Train_uvword_index.txt: contains the indices of the words  in the list 
                                                        file,.i.e. I(k) gives a pointer to the kth  unvoweled 

                                                        word in the list file.

               Train_uvword_nvw.txt : contains a the number of the voweled versions of 

                                                       the unvoweled words.

                Train_uvword_vlist.txt: contains the indices of the voweled words  versions 

                                                       of the  uvvoweled  words

               Train_uvword_vcnt.txt: contains the frequency of each voweled version 

                                                       Of  the unvoweled word.

3- Bigram database
1- Train_bigramdb_list.txt : lists, for each voweled word in the vocabulary w1,    the indices of all words,w2. that came after it, i.e. it lists all w2 in the instances of (w1,w2,) 
2- Train_bigramdb_cnt.txt : lists, for each voweled word in the vocabulary w1,    the number of all the instances of (w1,w2,) 

3- Train_bigramdb_pr.txt : lists, for each voweled word in the vocabulary w1,    the number of occurrence of  the instances of (w1,w2,) 

Preparing the data base:

1- Place the all the texts of the training data base in a one unicode file, say “train_uni.txt”.
2- Process the text by genMSA.exe to eliminate  irregular cases in the data base an to  remove end cases. The input and output files are hard coded. You need to edit genMSA.cpp and change the input & output files. Or better change the code to take the input and output file names as arguments at the command line. The output file should be  train_msa.txt.

3- Go to the directory “genListFile” .   Open genListFile workspace, and edit the input file name and the output file name. recompile and run. This program generates a flat list file of all words after eliminating, symbols, numbers, and punctuation marks. The output file should be “train_list.txt”.

4- Go to the directory “genWordList” .   Open genWordList workspace, and edit the input file name and the output file names. recompile and run. This program generates a the unvoweled word vocabulary and their counts. This programs generate 3 output files.

5- Next steps will follow…..
//  main db structure
typedef struct {


                                      short *uvlist;





  int *uvndx;





  int *uvcnt;





  int *uv_nvw;





  int *uv_wcnt;





  int *uv_wlist;





  int *uv_wlist_ndx;





  short *vwlist;





  int *vwndx;





  int *vwcnt;





  int *bilist;





  int *bipr;





  int *bindx;





  int *bicnt;





  int nvwords;





  int nuvwords;





  int nbigrams;

} db_t;

