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#### Abstract

Given an $n \times n$ matrix $F$, we find the nearest symmetric positive semi-definite Toeplitz matrix $T$ to $F$. The problem is formulated as a nonlinear minimization problem with positive semi-definite Toeplitz matrix as constraints. Then a computational framework is given. An algorithm with rapid convergence is obtained by $l_{1}$ Sequential Quadratic Programming (SQP) method.
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## 1 Introduction

The problem we are interested in is the best approximation of a given matrix by a positive semi-definite symmetric Toeplitz matrix. Toeplitz matrices appear naturally in a variety of problems in engineering. Since positive semi-definite Toeplitz matrices can be viewed as shift invariant autocorrelation matrices, considerable attention has been paid to them, especially in the areas of stochastic filtering and digital signal processing applications [7] and [12]. Several problems in digital signal processing and control theory require the computation of a positive definite Toeplitz matrix that closely approximates a given matrix. For example, because of rounding or truncation errors incurred while evaluating $F, F$ does not satisfy one or all conditions. Another example in the power spectral estimation of a wide-sense stationary process from a finite number of data, the matrix $F$ formed from the estimated autocorrelation coefficients, is often not a positive definite Toeplitz matrix [11]. In control theory, the Gramian assignment problem for discrete-time single input system requires the computation of a positive definite Toeplitz matrix, which also satisfies certain inequality constraints [9].

We consider the following problem: Given a data matrix $F \in \mathbb{R}^{n \times n}$, find the nearest symmetric positive semi-definite Toeplitz matrix $T$ to $F$ and rank $T=m$. Use of the Frobenius norm as a measure gives rise to

$$
\begin{align*}
& \operatorname{minimize} \quad \phi=\|F-T\| \\
& \text { subject to } T \in K, \tag{1.1}
\end{align*}
$$

where $K$ is the set of all $n \times n$ symmetric positive semi-definite Toeplitz matrices

$$
\begin{equation*}
K=\left\{T: T \in \mathbb{R}^{n \times n}, T^{T}=T, T \geq 0 \text { and } T \in \mathcal{T}\right\} \tag{1.2}
\end{equation*}
$$

where $\mathcal{T}$ is the set of all Toeplitz matrices.
The problem is formulated as a nonlinear minimization problem with positive semi-definite Toeplitz matrix as constraints. Then a constraints formulation is given. An algorithm with rapid convergence is obtained by the $l_{1}$ Sequential Quadratic Programming method. In Section 4 we give some numerical examples.

A symmetric Toeplitz matrix $T$ is denoted by

$$
T=\left[\begin{array}{cccc}
t_{1} & t_{2} & \ldots & t_{n}  \tag{1.3}\\
t_{2} & t_{1} & \ldots & t_{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
t_{n} & t_{n-1} & \ldots & t_{1}
\end{array}\right]=\operatorname{Toeplitz}\left(t_{1}, t_{2}, \ldots, t_{n}\right)
$$

Matrices innerproduct is defined by

$$
A: B=\sum a_{i j} b_{i j}+\operatorname{tr}\left(A^{T} B\right)
$$

## 2 Constraints Formulation

It is difficult to deal with the matrix cone constraints in (1.2) since it is not easy to specify if the elements are feasible. Using partial $L D L^{T}$ factorization of $T$, this difficulty can be overcome. Since $m$, the rank of $T$, is known, therefore for $F$ sufficiently close to $T$, the partial factors $T=L D L^{T}$ can be calculated such that

$$
L=\left[\begin{array}{ll}
L_{11} &  \tag{2.1}\\
L_{21} & I
\end{array}\right], D=\left[\begin{array}{ll}
D_{1} & \\
& D_{2}
\end{array}\right], T=\left[\begin{array}{ll}
T_{11} & T_{21}^{T} \\
T_{21} & T_{22}
\end{array}\right],
$$

where $L_{11}, D_{1}$ and $T_{11}$ are $m \times m$ matrices; $I, D_{2}$ and $T_{22}$ are $n-m \times n-m$ matrices; $L_{21}$ and $T_{21}$ are $n-m \times m$ matrices; $D_{1}$ is diagonal and $D_{1}>0$ and $D_{2}$ has no particular structure other than symmetry. At the solution, $D_{2}=0$ and $T$ is symmetric positive semi-definite Toeplitz matrix. In general,

$$
\begin{equation*}
D_{2}(T)=T_{22}-T_{21} T_{11}^{-1} T_{21}^{T} . \tag{2.2}
\end{equation*}
$$

Now if the structure of the matrix $T$ is in a Toeplitz form, i.e.

$$
\begin{equation*}
T=\operatorname{Toeplitz}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{2.3}
\end{equation*}
$$

then (2.2) enables the constraint $T \in K$ to be written in the form

$$
\begin{equation*}
D_{2}(T(\mathbf{x}))=0 \tag{2.4}
\end{equation*}
$$

Hence, (1.1) can now be expressed as

$$
\begin{align*}
& \operatorname{minimize} \phi \\
& \text { subject to } D_{2}(T)=0=Z^{T} T Z, \tag{2.5}
\end{align*}
$$

where

$$
Z=\left[\begin{array}{c}
-T_{11}^{-1} T_{21}^{T} \\
I
\end{array}\right]
$$

is the basis matrix for the null space of $T$ when $D_{2}=0$. The Lagrange multipliers for the constraint (2.4) is $\Lambda$ relative to the basis $Z$ and the Lagrangian for porblem (2.5) is

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(k)}, \Lambda^{(k)}\right)=\phi-\Lambda: Z^{T} T Z \tag{2.6}
\end{equation*}
$$

This approach has been studied in a similar way by [5].

## 3 The SQP Algorithms

In this section various iterative schemas are investigated in order to develop an algorithms for solving problem (2.5). We use techniques related to SQP which provide global convergence at a second order rate. The structure of the Toeplitz matrix $T$ has been given in (2.3), then

$$
\begin{align*}
\phi & =\sum_{i, j=1}^{n}\left(f_{i j}-a_{i j}\right)^{2} \\
& =\sum_{i, j=1}^{n}\left(f_{i j}-x_{|i-j+1|}\right)^{2}, \tag{3.1}
\end{align*}
$$

and $\nabla \phi=\left(\partial \phi / \partial x_{1}, \ldots, \partial \phi / \partial x_{n}\right)^{T}$ where $\nabla$ denotes the gradient operator $\left(\partial / \partial x_{1}, \ldots, \partial / \partial x_{n}\right)^{T}$. Therefore

$$
\frac{\partial \phi}{\partial x_{1}}=2 \sum_{i=1}^{n}\left(x_{1}-f_{i i}\right)
$$

and

$$
\frac{\partial \phi}{\partial x_{s+1}}=2\left\{\sum_{i=1}^{n-s}\left(x_{s+1}-f_{i+s, i}\right)+\left(x_{s+1}-f_{i, i+s}\right)\right\}
$$

where $s=1, \cdots, n-1$. Differentiating again gives

$$
\frac{\partial^{2} \phi}{\partial x_{r} \partial x_{s}}=0 \quad \text { if } \quad r \neq s
$$

$$
\frac{\partial^{2} \phi}{\partial x_{1}^{2}}=2(n)
$$

and

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x_{s+1}^{2}}=4(n-s) \tag{3.2}
\end{equation*}
$$

where $s=1, \cdots, n-1$.
The advantage of formula (2.4) is that expressions for both first and second derivatives of the constraints with respect to the elements of $T$ can be obtained. The simple form of (2.2) is utilized by writing the constraints $D_{2}(T)=0$ in the following form:

$$
d_{i j}(\mathbf{x})=x_{|i-j+1|}-\sum_{k, l=1}^{m} x_{i-k+1}\left[T_{11}^{-1}\right]_{k l} x_{j-l+1}=0
$$

where $i, j=m+1, \cdots, n$ and $\left[T_{11}^{-1}\right]_{k l}$ denotes the element of $T_{11}^{-1}$ in $k l-$ position.
Thus (2.5) can be expressed as

$$
\begin{align*}
& \text { minimize } \phi=\sum_{i, j=1}^{n}\left(f_{i j}-x_{|i-j+1|}\right)^{2} . \\
& \text { subject to } d_{i j}(\mathbf{x})=0 \tag{3.3}
\end{align*}
$$

In this problem, since the equivalent constraints $d_{i j}(\mathbf{x})=0$ and $d_{j i}(\mathbf{x})=0$ are both present, they would be stated only for $i \geq j$.

In order to write down the SQP method applied to (3.3), it is necessay to derive first and second derivatives of $d_{i j}$ which enable a second order rate of convergence to be achieved.

Let $I_{s}$ be an $m \times m$ matrix given by

$$
I_{s}=\operatorname{Toeplitz}(0, \ldots, 0,1,0, \ldots, 0)
$$

where the " 1 " appears in the $s$-position. Hence the matrix $I_{s}$ is a matrix that contains " 1 "s in two off diagonal and zeros elsewhere. Now differentiating $T_{11} T_{11}^{-1}=I$ gives

$$
\begin{aligned}
\frac{\partial T_{11}}{\partial x_{s}} T_{11}^{-1}+T_{11} \frac{\partial T_{11}^{-1}}{\partial x_{s}} & =0 \quad s=1, \ldots, n \\
\Rightarrow \quad T_{11} \frac{\partial T_{11}^{-1}}{\partial x_{s}} & =-\frac{\partial T_{11}}{\partial x_{s}} T_{11}^{-1}
\end{aligned}
$$

then

$$
\frac{\partial T_{11}^{-1}}{\partial x_{s}}=-T_{11}^{-1} \frac{\partial T_{11}}{\partial x_{s}} T_{11}^{-1}
$$

but since

$$
\frac{\partial T_{11}}{\partial x_{s}}=I_{s}
$$

then

$$
\begin{equation*}
\frac{\partial T_{11}^{-1}}{\partial x_{s}}=-T_{11}^{-1} I_{s} T_{11}^{-1} \tag{3.4}
\end{equation*}
$$

Hence from (2.2)

$$
\begin{align*}
\frac{\partial D_{2}}{\partial x_{s}}= & \frac{\partial}{\partial x_{s}}\left(T_{22}-T_{21} T_{11}^{-1} T_{21}^{T}\right)  \tag{3.5}\\
= & I I_{s}-I I I_{s} T_{11}^{-1} T_{21}^{T}+T_{21} T_{11}^{-1} I_{s} T_{11}^{-1} T_{21}^{T} \\
& -T_{21} T_{11}^{-1} I I I_{s}^{T} \tag{3.6}
\end{align*}
$$

where

$$
\frac{\partial T_{22}}{\partial x_{s}}=I I_{s}
$$

and

$$
\frac{\partial T_{21}}{\partial x_{s}}=I I I_{s}
$$

are matrices similar to $I_{s}$ with $I I_{s}$ being an $n-m \times n-m$ matrix which contains ones in two off diagonal and zeros elsewhere, and $I I I_{s}$ is an $n-m \times m$ matrix which contains ones in one off diagonal and zeros elsewhere.

Let

$$
V^{T}=-T_{21} T_{11}^{-1} \quad \text { and } \quad W=I I I_{s} V
$$

then (3.6) becomes

$$
\frac{\partial D_{2}}{\partial x_{s}}=I I_{s}+V^{T} I_{s} V+W^{T}+W
$$

Furthermore, differentiating (3.4), we get

$$
\frac{\partial^{2} D_{2}}{\partial x_{s} \partial x_{r}}=Y+Y^{T}
$$

where

$$
Y=-Z_{r}^{T} T_{11}^{-1} Z_{s} \quad \text { and } \quad Z_{t}=I_{t} V-I I I_{t}^{T}
$$

Therefore

$$
\frac{\partial^{2} d_{i j}}{\partial x_{s} \partial x_{r}}=y_{i j}+y_{j i}
$$

where $i, j=m+1, \cdots, n$.
Now let

$$
\begin{align*}
W & =\nabla^{2} \mathcal{L}(\mathbf{x}, \Lambda) \\
& =\nabla^{2} \phi-\sum_{i, j=m+1}^{n} \lambda_{i j} \nabla^{2} d_{i j} \tag{3.7}
\end{align*}
$$

where $\nabla^{2} \phi$ is given by (3.2) and

$$
\sum_{i, j=m+1}^{n} \lambda_{i j} \nabla^{2} d_{i j}=\left[\begin{array}{ccc}
\sum_{i, j} \lambda_{i j} \frac{\partial^{2} d_{i j}}{\partial x_{1} \partial x_{1}} & \cdots & \sum_{i, j} \lambda_{i j} \frac{\partial^{2} d_{i j}}{\partial x_{1} \partial x_{n}} \\
\vdots & \ddots & \vdots \\
\sum_{i, j} \lambda_{i j} \frac{\partial^{2} d_{i j}}{\partial x_{n} \partial x_{1}} & \cdots & \sum_{i, j} \lambda_{i j} \frac{\partial^{2} d_{i j}}{\partial x_{n} \partial x_{n}}
\end{array}\right]
$$

Therefore, the SQP method applied to (3.3) requires the solution of the QP subproblem

$$
\begin{align*}
& \operatorname{minimize} \boldsymbol{\delta} \phi+\nabla \phi^{T} \boldsymbol{\delta}+\frac{1}{2} \boldsymbol{\delta}^{T} W \boldsymbol{\delta} \quad \boldsymbol{\delta} \in \mathbb{R}^{m} \\
& \text { subject to } d_{i j}+\nabla d_{i j}^{T} \boldsymbol{\delta}=0 \quad i, j=m+1, \ldots, n \tag{3.8}
\end{align*}
$$

giving a correction vector $\boldsymbol{\delta}^{(k)}$, so that $\mathbf{x}^{(k+1)}=\mathbf{x}^{(k)}+\boldsymbol{\delta}^{(k)}$. Also, the Lagrange multipliers of the equations in (3.8) become the elements $\lambda_{i j}^{(k+1)}$ for the next iteration. Usually, $\nabla^{2} \mathcal{L}$ is positive definite, in which case, if $\mathbf{x}^{(k)}$ is sufficiently close to $\mathbf{x}^{*}$, the basic SQP method converges and the rate is second order (Fletcher [6]). Globally, however (3.8) may not converge. An algorithm with better convergence properties, when $\mathbf{x}^{(k)}$ is remote from $\mathbf{x}^{*}$, is suggested by Fletcher [4] in which a different subproblem to (3.8) is solved using the expression

$$
\begin{align*}
& \operatorname{minimize} \boldsymbol{\delta} \phi+\nabla \phi^{T} \boldsymbol{\delta}+\frac{1}{2} \boldsymbol{\delta}^{T} W \boldsymbol{\delta}+\sigma \sum\left|d_{i j}+\nabla d_{i j}^{T} \boldsymbol{\delta}\right| \\
& \text { subject to }\|\boldsymbol{\delta}\| \leq \rho \tag{3.9}
\end{align*}
$$

The solution $\boldsymbol{\delta}^{(k)}$ of this problem is used in the same way as with (3.8).
This description of iterative schemes for solving (3.3) has so far ignored an important constraint that is $D_{1}>0$ in which the varibles $\mathbf{x}^{(k)}$ must permit the matrix $T^{(k)}$ to be factorized as in (2.1). However if $m$ is identified correctly and $\mathbf{x}^{(k)}$ is near the solution this restriction will usually be inactive at the solution. If $\mathbf{x}^{(k)}$ is remote from the solution additional constraints are introduced

$$
d_{r r}^{(k)}+\nabla d_{r r}^{(k) T} \boldsymbol{\delta}>0 . \quad r=1,2, \ldots, m
$$

However, strict inequalities are not permissible in an optimization problem and it is also advisable not to allow $d_{r r}\left(\mathbf{x}^{(k)}+\boldsymbol{\delta}\right)$ to become too close to zero, especially for small $r$, as this is likely to cause the factorization to fail. Hence the constraints

$$
\nabla d_{r r}^{(k) T} \boldsymbol{\delta} \geq-r d_{r r}^{(k)} / m \quad r=1,2, \ldots, m
$$

are added to the subproblems (3.8) and (3.9). Finally, it may be that partial factors of the matrix $T^{(k)}$ in the form (2.1) do not exist for some iterates. In this case the parameters $\rho^{(k+1)}=\rho^{(k)} / 4, \mathbf{x}^{(k+1)}=\mathbf{x}^{(k)}$ and $\Lambda^{(k+1)}=\Lambda^{(k)}$ are chosen for the next iteration in the trust region method.

## 4 Numerical Examples and Results

For testing the algorithms described above, the following examples are considered:

## Example 1.

Consider problem (3.3) in which

$$
F=\left[\begin{array}{lll}
3 & 2 & 3  \tag{4.1}\\
2 & 4 & 1 \\
3 & 1 & 5
\end{array}\right], \quad \text { and } m=2
$$

The solution is

$$
T^{*}=\left[\begin{array}{lll}
3.6 & 1.5 & 3.6  \tag{4.2}\\
1.5 & 3.6 & 1.5 \\
3.6 & 1.5 & 3.6
\end{array}\right]
$$

$T^{*}$ is Toeplitz positive semi-definite. Its partial factors are

$$
D=\left[\begin{array}{ccc}
3.6 & 0 & 0 \\
0 & 2.975 & 0 \\
0 & 0 & 0
\end{array}\right] \text {, and } L=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0.41671 & 1 & 0 \\
1 & 0 & 1
\end{array}\right]
$$

## Example 2.

Another example for which $n=4$ is

$$
F=\left[\begin{array}{cccc}
3 & 2 & 3 & 4  \tag{4.3}\\
5 & 7 & 2 & -1 \\
6 & 2 & 5 & 4 \\
5 & 3 & 1 & 2
\end{array}\right], \text { with } m=1
$$

Let

$$
T^{*}=\left[\begin{array}{llll}
x & y & z & u  \tag{4.4}\\
y & x & y & z \\
z & y & x & y \\
u & z & y & x
\end{array}\right] .
$$

In general, when $n=4$, the number of constraints is six, of which three are:

$$
d_{22}=x^{2}-y^{2}=0 \quad \Longrightarrow \quad x=y, \quad d_{33}=x^{2}-z^{2}=0 \quad \Longrightarrow \quad x=z
$$

and

$$
d_{44}=x^{2}-u^{2}=0 \quad \Longrightarrow \quad x=u .
$$

Therefore

$$
x=y=z=u
$$

and this satisfies the rest of the constraints. Hence the problem will be reduced to minimizing

$$
\begin{equation*}
\phi=16 x^{2}-106 x+c \tag{4.5}
\end{equation*}
$$

where $c$ is a constant. Thus the minimum value of $\phi$ is for $x=106 / 32$. However, if the required rank is two, then we have three new constraints $d_{33}=0, d_{44}=0$ and $d_{34}=0$. One of these constraints is

$$
d_{33}=x^{3}-2 x y^{2}-x z^{2}+2 z y^{2}=0 \quad \Longrightarrow \quad x=z
$$

This reduces the next constraint to

$$
d_{44}=x^{3}-x y^{2}-x z^{2}-x u^{2}+2 y z u=(y-u)^{2}=0 \quad \Longrightarrow \quad y=u,
$$

and this satisfies the constraint $d_{34}$. Hence the problem will be reduced to minimizing

$$
\begin{equation*}
\phi=8 x^{2}-56 x+8 y^{2}-50 y+c \tag{4.6}
\end{equation*}
$$

where $c$ is a constant. Thus the minimum value of $\phi$ is for $x=z=56 / 16$ and for $y=u=50 / 16$.

The algorithm has been tested on randomly generated matrices with values distributed between $10^{-3}$ and $10^{3}$. A Fortran codes have been written to program solver for (3.9) using filterSQP. $\left\|F^{(k)}-F^{(k-1)}\right\|<10^{-5}$. Table 1 summarizes the results for the filterSQP Algorithm,

For algorithms, the housekeeping associated with each iteration is $O\left(n^{2}\right)$. Also, if care is taken, it is possible to calculate the gradient and Hessian in $O\left(n^{2}\right)$ operations. For the filter-SQP algorithm, the initial value $m^{(0)}$ is tabulated, and $m$ is increased by one until the solution is found. The total number of iterations is tabulated, and within this figure, it is found that fewer iterations are required as $m$ increases. Also the initial value $m^{(0)}$ is rather arbitrary: a smaller value of $m^{(0)}$ would have given an even larger number of iterations.

## 5 Conclusions

In this paper we have studied the Toeplitz matrix approximation problem involving the positive semi-definite matrix constraint, using the $l_{1} \mathrm{SQP}$ method. Some Numerical examples are also given. However, the problem needs more study in terms of hybrid methods involving both the current method and a projection method, see [10]. Also some numerical experiments need to be carried out.

| n | $m^{(0)}$ | $m^{*}$ | Number of iteration <br> by filterSQP | $\phi$ |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 1 | 1 | 10 | 2644.1 |
| 4 | 1 | 3 | 36 | 2656.5 |
| 5 | 2 | 4 | 29 | 4013.6 |
| 6 | 2 | 3 | 28 | 5741.2 |
| 7 | 3 | 6 | 35 | 6059.3 |
| 8 | 3 | 6 | 49 | 6591.4 |
| 8 | 3 | 5 | 39 | 8270.9 |
| 10 | 3 | 6 | 73 | 9769.8 |
| 15 | 5 | 10 | 64 | 14274 |
| 20 | 7 | 15 | 79 | 19860 |

Table 1: Numerical Results.
Acknowledgements The author is grateful to Professor R. Fletcher for his helpful discussions on this work, to Professor Richard S. Varga on an earlier work relevant to this paper, and to King Fahd University of Petroleum and Minerals for providing excellent research facilities.

## References

[1] Burg J. P., Luenberger D. G. and Wenger D. L., Proc IEEE 70(1982). Annals of Math. Studies No. 22, Princeton Univ. Press.(1950).
[2] Cabay S. and Meleshko R. A Weakly Stable Algorithm for Pade' Approximants and the Inversion of Hankel Matrices, SIAM J. Matrix Analysis and Appl., V. 14 pp. 735-765. 1992.
[3] Cybenko G., Moment problems and low rank Toeplitz Approximations, Circuits Systems Signal process V. 1, pp. 345-365, 1982.
[4] Fletcher R., Numerical experiments with an exact filter penalty function method, Nonlinear Programming 4, (Eds. O. L. Mangasarian, R. R. Meyer and S. M. Robinson), Academic Press, New York, 1981.
[5] Fletcher R., Semi-definite matrix constraints in optimization, SIAM J. Control and Optimization, V. 23, pp. 493-513, 1985.
[6] Fletcher R., Practical methods of Optimization, John Wiley and Sons, Chichester, 1987.
[7] Kailath T. A view of three decades of linear filtering theory, IEEE Trans. Inf. Th., It-20, pp. 145-181, 1974.
[8] Kung S. Y., Toeplitz approximation method and some applications, in Internat, Sympos. On Mathematical Theory of Networks and Systems V. IV, Western Periodicals Co., Morth Hollywood, CA, 1981.
[9] Skelton R. E., The jury test and covariance control in Proc Symp. Fundamentals Discrete-Time Syst. (Chicago), 1992.
[10] Suffridge Y. J. and Hayden T. L., Approximation by a hermitian positive semidefinite Toeplitz matrix, SIAM J. Matrix Analysis and Appl., V. 14 pp. 721-734, 1993.
[11] Therrien C. W., Discrete Random Signals and Statistical signal Processing, Englewood Cliffs, NJ: Prentice Hall, 1992.
[12] Willsky A. S. Digital signal processing and control and estimation theory, MIT Press, Cambridge, Mass, 1979.

