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Abstract

In this paper, artificial neural networks (ANN), which are known for their ability to
model nonlinear systems and their inherent noise-filtering abilities, are used as O2
analyzer to predict O2 contents in a boiler at SHARQ petrochemical company in
Saudi Arabia. The training data has been collected over duration of one month and
used to train a neural network to develop neural based oxygen analyzer. The results
are very promising.

1.  Introduction
Boilers are found in many industrial facilities to be used both as power source and for
processsing purposes. They consist of a furnace, where air and fuel are combined and
burned to produce combustion gases to a water-tube system. The tubes are connected
to the steam drum, where the generated water vapor is withdrawn.
Optimization of the operation of boilers can result is large savings. One of the areas in
which the optimization can be performed is through the minimization of excess air.
Lowering the excess oxygen (O2) from 1% to 0.5% will increase boiler efficiency by 
0.25%, a savings of about $5000/year in a 100,000 lb/hour boiler.
O2 measurements are obtained through O2 analyzers. Probe-type O2 analyzers use
zirconium oxide probe. The probe should be installed close to the combustion zone
but at a point where the temperature is below that of the electrically heated zirconium
oxide detector. The flow should be turbulent at the sensor location to ensure that the
sample is well mixed and representative of the flue gas composition.

2. Neural-Based O2 Analyzer
The use of neural networks as process analyzers has reported in [1-14]. The main idea
of the neural-based O2 analyzer is to infer the O2 content in the flue gas from other
easily measured process variables. The data for this case study was obtained from
SHARQ petrochemical company, Saudi Arabia. Four process variables, as suggested
by the process engineer, were selected as the most relevant process variables which
affect the O2 contents. These variables shown in Figure 1 are fuel gas-burner pressure,
outlet stem flow, combustion air flow, and fuel gas flow. The proposed neural-based
O2 analyzer is shown in Figure 2.
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Figure 1: Boiler Schematic Diagram.
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Figure 2: Proposed ANN-Based O2 Analyzer.

3. Data Collection and Analysis
The data used for the development of the neural network was recorded by sampling
the process variables and the O2 content every 2 minutes for one month. A total of
22320 data points were gathered. Due to instrument failure during the data collection 
process, 4208 erroneous data points have been removed from the data set. The 
remaining 18112 data points were used in the development of neural based oxygen
analyzer. The first 13144 data points, which constitute 62% data, were used in the 
training and the rest were used for testing.
Due to the large variation in magnitudes of input data, a preprocessing block is added
to the neural network as shown in Figure 3. The prepocessing block performs linear
transformation of the input variables such that all inputs have simillar values. To do

this, each variable is treated independently, and for each input variable ix we

calculate its mean ix and variance 2
iσ with respect to the training set, using:
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Where N is the number of patterns in the training set. The transformed variables are
given by:
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The transformed variables will have zero mean and unit standard deviation over the
transfromed training set.
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Figure 3: Proposed ANN-Based O2 Analyzer with Pre-Processing.

4. Neural Network Design
The adopted neural network used is a multilayer feedforward network with four
inputs, one hidden layer, and one output trained using backpropagation algorithm
[15]. After many trials, it has been found that 10 neurons in the hidden layer give an
acceptable compromise between network estimation accuracy and network
complexity. The behavior of the sum of square errors between the actual and
predicted oxygen contents during training is shown in Figure 4. The O2 contents from
the existing process analyzer and from the neural network are shown in Figure 5 and
Figure 6 respectively. The two figures clearly show that the neural network was able
to closely predict the O2 contents. The mean of the estimation error for the training
data is 0.00054 with standard deviation of 0.1982. The distribution of the oxygen 
contents estimation error indicates that 92% of the errors are within the range of
±0.35.
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Figure 4: Sum of Squared Errors.
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Figure 5: O2 Contents from the O2 Analyzer (Training Data).

0 2 0 0 0 4 0 0 0 6 0 0 0 8 0 0 0 1 0 0 0 0 1 2 0 0 0
1 .5

2

2 .5

3

3 .5

4

O
x

y
g

e
n

C
o

n
te

n
t

S a m p le N u m b e r

Figure 6: O2 Contents from the ANN-Based Analyzer (Training Data).

The testing data has been used to investigate generalization capabilities of the
developed neural network. The O2 contents from the existing process analyzer and
from the neural network are shown in Figure 7 and Figure 8 respectively. The mean
of testing data is 0.0104 and the standard deviation is 0.1362. The distribution of the 
oxygen contents estimation error indicates that 92% of the errors are within the range 
of ±0.35.
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Figure 7: O2 Contents from the O2 Analyzer (Testing Data).
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Figure 8: O2 Contents from the ANN-Based Analyzer (Testing Data).

The results obtained from actual plant data show excellent estimation reliability and
the resulting model is considered accurate enough for oxygen online estimation use.
The resulting neural model represents savings of time and effort as it does not require
complex modeling skills and can be retrained when operating conditions change.
When implemented online, the neural network based analyzer offers a cost-effective,
reliable alternative to existing analyzer.

5. Conclusion
This paper describes the use of multilayer feedforward neural networks as process
analyzer for a case study of O2 analyzer. Data for the O2 contents and relevant process
variables has been collected and used in the training of the neural network. The
trained neural network has been tested with new data and the results obtained are very
promosing.
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