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ABSTRACT
The problem of recognizing speech under noisy conditions is an as-yet-unsolved problem.

The continual evolution of these methods and the composite of multiple methods working together will
undoubtedly provide better systems in the future. The present paper deals with an important and up to
date subject, namely, adaptive filter and its application used in speech recognition in the presence of
acoustic background noise.

This paper presents the proposed TSANC (Two Stage Adaptive Noise Canceller). It improves the
trade-off between convergence speed and steady state performance. Such a noise canceller is a
cascade of two adaptive noise cancellers; a short noise canceller and another long one. The first one
is much better to be a short, for being rapid, but this leads to coarse convergence and will not enable
high quality to the recovery processed speech signal. The second noise canceller is long; and it
ensures refinement of noise cancellation whose adaptation soon starts after the convergence of the
short one. Due to the partial noise cancellation offered by the last one, both the convergence time and
steady state error of the long noise canceller will be considerably reduced, and the length of the long
noise canceller is determined by the desired precision of noise cancellation.
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1. INTRODUCTION

A common feature of using the previous adaptive noise canceller ANC in speech signal by
LMS (Least Mean Square) needs a relatively long time to converge to the optimum setting.
This drawback may not be tolerable in case of rapid change of the noise level under the
environmental conditions. Besides, the lost segment of the speech signal during this time may
be great. The proposed TSANC is presented in order to improve the trade-off between
convergence speed and steady state performance. This noise canceller is a cascade of two
adaptive noise cancellers, a short noise canceller and a long one. The first noise canceller
much better be a short one as it has rapid, but coarse convergence and will not enable high
quality to the recovery processed speech signal. The second noise canceller is long to ensure
refinement of the noise cancellation whose adaptation is to start after the convergence of the
short one. Due to the partial noise cancellation offered by this latter, both the convergence
time and the steady state error of the long noise canceller will be considerably reduced, and
the length of the long noise canceller is determined by the desired precision of noise
cancellation [Boll, 1979] and [Barnwell, 1996].

The present paper is organized as follows: section 2 gives idea, scheme, and theoretical
analysis of the proposed TSANC]. Computer simulation of the proposed scheme are given in
section 3 along with a comparison with the conventional ones [Sondhi, 1981] and [Martins,
1993].

2.  PROPOSED TSANC SCHEME

The proposed adaptive noise-canceling scheme is shown in Fig.l. It consists of two
transversal filters F; and F,. The first filter has a small number of tap-weights, say L, while
the second has a greater number of tap-weights, say L,. The principle of operation of this
scheme relies on the following two factors, which are to be discussed on. The first one is the
fact that as the noise canceller length, L, increases; adaptive noise canceller becomes more
precise. This is due to the fact that at large values of L, the noise canceller approximates well.
Consequently, the inverse filter for the noise is to be canceled. Also, the value of step size U,

which ensures the stability of the adaptive process; is related to L via the relation
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O<u<2/(LP_) )

inp

where P, = E(N;) is the power of noise canceller input. It is clear that as L increases the

allowable M decreases and consequently, the convergence speed decreases. From this

discussion, the choice of L is a trade-off between the speed of convergence and the noise
canceller precision.

Now, the dependence of the noise canceller performance, given by the convergence time and
the residual mean square error, on the step size Mand noise canceller length is to be

discussed. As the noisy speech signal x (k) is equivalent to both the sending speech signal
S(k) and the additive noise N, (k). The following model in case of the sending speech signal
is absent is to be used, i.e. S(k)=0

x(k) =N, (k) =Wl N, + ¢ 2)

where Wopt is the coefficient vector of the filter with L coefficients that is closest to the exact

noise in the noisy speech signal path that is derived from a sensor called the primary sensor.

S(k) x(k)=S(k)+N (k) e(k) ~ S(k)
+ Z —
Primary Input
yl) =Nk |
Ni(k)
Noise N(k) Short Filter Long Filter
Source Fi(Ly,up) Fy(L3,ps)
Referenc
e Input /
2
S
'

Fig. 1 The proposed TSANC scheme
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e, is due to fact that the exact additive noise requires a filter having, usually, an infinite

number of coefficients. The level of this error increases as L decreases. The weights are
adapted in the learning mode, LM; according to the algorithm in the following equation,

Wy~ W =) —yIOIN 3

where Wy and Nk denote the column vectors of the tap-weights and the input noise signal

samples at the k™ iteration for a noise canceller with length L and step size L | i.e;
w, =[w,(0),w, (1),eeeee. ,w, (L =1)]
and
N, =[N(k),N(k—1),N(k=2),....coovr.... ,N(k=L +1)] &)
Substitute Eq. (2) in Eq. (3), leads Eq. (4) to become

Wi =W, = (N, (k) = WiN )N,
=1 (W, N +e}) = WiN )N,
=p (e[N, +(W,, —Ww)ONN, )
=u N+ (W, —W)" NN,
= T + T,

When convergence occurs W, becomes close to W, and then term T, vanishes. The weight

fluctuations in Eq. (4) are then mainly due to the term T,, which can be reduced by increasing

the noise canceller length (in order to reduce €; as mentioned above) and/ or decreasing the

step size. This operation is achieved by using two-cascaded filter whose adaptation process
contains two stages. In the first stage, the short filter is to start the adaptation process while
the long one is to terminate and is used as an identity filter whose central coefficient is set to
unity while the remaining ones are set to zero.

The weights of the short filter are adapted in this stage according to the algorithm that is

described above in Eq. (5). . is defined as the large step size and L, is a small number of

coefficients that are used to increase the convergence speed. When the convergence occurs,
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the weight fluctuation is mainly due to the term T, while the term T, is to vanish as

mentioned above. To decrease the fluctuations that are related to the steady state error, in
order to give a high quality of the processed speech signal against the noise cancellation; it

requires changing the step size Mg to a smaller value than the defined Uy, and the length of

the filter (L,) is to be larger than the defined L. Transfer the mode of adaptation from the first
stage to the second stage can achieve this. This stage uses the long filter with length L, and

step size M, to start in adaptation while the short one is to terminate and keep with its

optimum coefficients. The first moment at which the mode of adaptation is to transfer from
the first stage to the second stage, where the initial setting of long filter coefficients is an
identity and the short filter coefficients become an optimum is described as,

Wi, =W, = pg((N (k) — (W] N3 DN, (6)
Substitute Eq. (2) in Eq. (6) leads to;
Wi =W, =ug (W, N, + e)) = (Wi, N} DN,

=Hs (6; N, (7
=T|
From Eq (6), it can be noticed that the weight fluctuations in the second stage has decreased

due to T, < T,, this decreases, in accordance; the residual mean square error, and the

updating coefficients of the long filter after this moment become near to their optimum value.

The second factor on which relies the idea of the proposed TSANC is the fact that the greater
the deviation of the initial setting of the noise canceller from its optimum setting is, the
greater will be the convergence time. This fact can be justified as follows. For simplicity we
shall assume the additive noise is equivalent to the optimum noise canceller, i.e.;

Nl (k) = \ANopt N—IE (8)

In this case, the adaptation algorithm that operates in the learning mode, is given by,

. ©)
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Let Mbe an integer ,such that the sequence Nk NI exhibits the periodicity over M baud

interval ,thus

k+M-1 . T .
2 N)Nj =MR (10)
i
In practice M are usually few tens .One has
. . kM-l o A o .
Wi =W ™ H & NyNj (W =w,)
i
. k+M-1 . . . R R . . (11)
=w,—p { Z Nij } {(Wk_wopt) +(Wj -W)}

j=k

When W is  small W,—Ww, k <j<k+M-lwill be small with respect to

A

W, — \ﬁlopt (especially at the start of adaptation). Then

k+M-1 -
WM =Wk M Z NiNj (Wi = W)
j=k (12)

=W —u MR(W =W,)

Subtracting VAVopt from both sides, and denoting vV, =W, — VAVOpt then Eq. (12) becomes
Vk+M=(I—MMR)Vk (13)
From this equation one can obtain
v, =(I-uMR)"v, (14)

where V| is the deviation of the initial setting from the optimum .To attain a given precision

VnM

of noise cancellation, prescribed by value of ; the value of n increases with the increase

of |V0| .Consequently; the convergence time of the noise canceller is an increasing function

of its initial shift from the optimality.
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The idea of the proposed TSANC is based on the above two facts, the noise canceller F; has

small number of coefficients L;. So, the allowable step size, L[, , is large. This enables the

use of a large value of Ll and then F; converges rapidly. The partial adaptive noise canceling

offered by this noise canceller makes the distortion in the speech signal in front of F,, while
the cascade of F; is a mild one. This reduces the steady state error at the output of the long
noise canceller. It also reduces the deviation between the initial setting of this noise canceller
and the optimal one and then the convergence time is decreased [Shawky, 2001].

The theory of operation of the adaptation of the proposed noise canceller is as follows:

At the start of adaptation process, only the coefficients of the short noise canceller are
updated, after the convergence of the short noise canceller has been settled, say after kg
samples, the adaptation of the long noise canceller is started while the adaptation of the short
one is terminated. The reason for this termination is to protect the long noise canceller from
the adaptation noise.

There are two methods of switching between the short and long noise canceller. In the first
method k is taken as a fixed number of iterations that is equal to the maximum expected
convergence time of the short noise canceller. In the second one, ks, is adaptive. The latter
method optimizes the value of ks, however, it is more complex than the first method since the
convergence time of the short noise canceller is a small portion of the total convergence time
of the adaptive noise canceling scheme, then optimization of kg is not worth doing. Hence, the
first method is preferred.

Now, estimation of maximum value of the convergence time of the short noise canceller is
done as follows: in the LMS algorithm, the largest time constant corresponds to the minimum
eigen value, which is given by

Tmax = (1/(2HL}\’mm) (15)
Relation between the time constant and the convergence time is usually given by

Te =31 (16)

Form Egs. (6 and 7), the maximum value of ks, denoted by kgmax, is given by

kSmax = Tcmax = 3/(2'“L}\'min) (17)

A round figure of ksmax can be obtained by doing the approximation, Amin ~ E(N;) which
lead to kg, ~3/(2n, E(N})). To compensate for the previous approximations, the designer

can use a value greater than twice the value 3/(2u, E(N}))i.e.
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Kgna = 3/(1,, E(N})) (18)

The number of multiplication per iteration of the proposed TSANC is computed as follows.
At start of adaptation F1 is only adaptive, so the number of multiplication is 2L; during
adaptation of F», This happens when adaptation of F; is stopped. Thus, the number of
multiplication is 2L,+L;: L; for F; and 2L, for F,. Thus; the maximum number of
multiplication per iteration is L1+2L,.

To reach the precision of the proposed TSANC by a conventional one-filter noise canceller,
the noise canceller length L will be greater than L,. Then the number of multiplication in the
proposed TSANC and the conventional one is given by

r’=2Ly+L,)/(2L) (19)

The value of r’ is close to one, since L;<L, and L,<L. then the proposed TSANC does not
require more computing power than the conventional one if the two schemes are to have the
same precision [Barnwell, 1996] and [Martins, 1999].

3. COMPUTER SIMULATION

This section concerns with the simulation of the TSANC whose construction is given in
Fig. 1. We have represented the voiced speech waveform for males as shown in Fig. 3-a. This
speech signal, which was recorded using the computer for 10 sec; has the following
properties: 8 kHz sampling rate, 16 bit used (16 bit A/D sound card), and the coding is with
PCM. The acoustical additive noise will be considered with zero mean white noise. The
distorted (noisy) speech signal, which is as shown in Fig. (3-b); can be realized by considering
the generated white noise be applied to the recorded speech signal. We have considered that
the level of the white noise power is higher than the power of the clear (pure) voiced speech
signal. As a result, this pure speech signal is to be distorted to reach with its SNR over the
defined period (10 sec) to a level of —12.95 dB. This SNR is enough to make listening the
signal too difficult. The adaptive noise canceller (ANC) in our simulation can be realized by
using a transversal filter and the measuring results is evaluated by plotting €} which is
defined as the normalized sum square error (NSSE) versus iteration number k. From this
evaluation, convergence time, steady state error performance, and the quality of speech
enhancement are obtained. The undesired white noise can be reduced by one of the following
methods. The first one is the conventional ANC, which is to be realized when using a
transversal filter and the LMS algorithm that update the coefficients, such that length L=10
and the associated step size is L =. 0001. Repeating the adaptation process using filter with

smaller length L=5 and with larger step size 1L =. 001.
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While the second method proposes an adaptive noise canceller (TSANC), which is to be
realized by using two transversal filters (short and long ANCs) and the coefficients of both of
them are to be updated according to the LMS algorithm. At the start of adaptation process,
each one of the two noise cancellers is an identity filter (the central coefficient is set to unity
while the remaining ones are set to zeros). The proposed ANC lengths are L ;=5 and L, =10,

the associated step sizes are [, = 0. 001 and Hg=. 0001. The value of T, as calculated
from Eq. (8), is 5800 iterations.

The NSSE of the proposed and conventional ANCs are shown in Fig. 2. In this figure, curves
“LMS L=10 step size=0.0001" and correspond to the conventional ANC with higher order
length, smaller step size, while “LMS L=5 step size=0.001" with lower order length, larger
step size correspond to the proposed ANC. The measured values of the first curve with no
adaptation are related to right NSSE axis while the other curves are related to the left axis.
The two curves are mainly evaluated to display the effect of changing the setting length and
the step size on the performance of the conventional ANC. From these two curves, the
following Table 1 can be obtained.
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Fig. 2 Comparison between LMS and TSANC algorithm using the SNR of the noisy speech
signal =- 12.9 dB for sample from 0 to 40000
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Fig. 3 The difference between estimated speech waveform of LMS and TSANC
algorithm, using sampling rate of 8§ kHz and SNR of noisy speech signal =-12.9 dB.
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Table 1. Performance of LMS algorithm for variable length, step size,
using a speech signal with SNR=-12.95 dB

Filter order L=10 L=5
Step size p =0.0001 | p =0.001
Convergence time 27000 5000
Steady state error LOW HIGH
The quality of speech enhancement (SNR in dB) 17.07 dB 22.95dB

From Table.1, it should be mentioned that both the convergence speed and the steady state
error depend on the step size and length of ANC. Consequently, decreasing the step size and
increasing the order of the filter lead to an increase in the convergence time and a decrease in
the steady state error (fluctuation). From curve “TSANC” of the proposed ANC, the
following notes stem up:

(1) The convergence time decreased and was approximately equal to the decreased
convergence time of conventional ANC whose length =5 and step size =0. 001, which
corresponds to curve” LMS L=5 step size = 0.001”

(2) The steady state error also decreased and approximately equal to the decreased steady state
error of the conventional ANC whose length =10 and step size =0.0001that corresponding
to curve” LMS L=10 step size = 0.0001”.

Thus, the proposed TSANC not only has led to faster convergence but also has led to better
steady state performance than the conventional ANC [Martins, 1999].

During the adaptation process, the output of the ANC is subtracted from the presented noisy
speech signal; gives an estimated value of the clean speech signal (e (k)). Another comparison
between the performance of the ANCs is obtained by plotting the estimated speech signal
value (e (k)) versus iteration No. k, and the SNR is evaluated for the corresponding estimated
speech signal to measure the quality and the amount of noise reduction in our simulation. The
normalized amplitude of the estimated speech signal versus k of the conventional adaptive
noise canceller is shown in Fig. 3-c and that of the proposed TSANC is shown in Fig. 3-d.
The SNR of the estimated speech waveform is evaluated for both the conventional ANC and
the proposed TSANC, giving the values 17.07dB and 24.2dB respectively. It is clear from
Figs. 3-c and d and from the measuring values of the SNR; the quality of the processed speech
signal by the proposed TSANC is higher than the conventional one. Thus, the amount of
noise reduction achieved by TSANC is higher than the conventional ANC.

To measure the performance of the proposed TSANC in another case of decreasing the
additive noise power, the same procedure explained in the previous case will be followed. The
representation of the voiced speech waveform will be displayed again in Fig. 5-a, to be
considered as, the clean speech signal. Consider an acoustic additive white noise with lower
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power than the previous case is appended to the voiced speech waveform. By this way we
have been obtained a noisy speech signal with a SNR of -3.93 dB as shown in Fig.(5-b). The
conventional ANC is realized by choosing the filter with length L=10 and the step size
KU=0.0001, and is realized again by setting another values of a filter with length L=5 and the

step size W =.001,while the proposed TSANC is realized and the two cascade ANCs lengths

are L ;=5 and L, =10 coefficients. The values of L{ and L, are chosen to give the required

precision, as mentioned above. For L[, =0.001 and WLg=0.0001, the NSSE versus k is given
in Fig. 4, respectively; Tc = 5400 , from Eq. (8) and Fig. 4, curves “LMS L=10 step
size=0.0001","LMS L=5 step size = =0.001" show the evolution of NSSE in the case of

conventional schemes while curves “TSANC” represent the proposed schemes. These curves
show that in case of the conventional ANC, the following results, presented in Table 2; are

obtained.
Table.2 Performance of LMS algorithm for variable length, step size,
using a speech signal with SNR =-3.93 dB.

Filter order L=10 L=5
Step size p =0.0001 | p =0.001
Convergence time 45000 5500
Steady state error LOW HIGH
The quality of speech enhancement( SNR in dB) 1.3dB 11.1 dB

From Table.2, when L=10 and step size=0.0001; the convergence time increases more than
the previous case of Fig. 2 due to the decrease of the additive noise level. Also, to obtain
smaller steady state error the convergence time should be increased as shown in curve “LMS
L=10 step size=0.0001”. While, obtaining the high speed convergence by decreasing the
length filter and increasing the step size value as shown in curves “LMS L=5 step
size=0.0017, giving an increasing in the steady state error.

In case of the proposed ANC, we obtain the following results. The proposed TSANC not only
has smaller convergence time but also has smaller residual mean square error than the
conventional ANC. The other method, to test the performance of the ANCs is evaluated by
plotting the estimated speech signal (e(k)) value versus k and also by calculating the SNR
values to each estimated speech signal. Fig. 5-c shows the estimated speech waveform by the
conventional ANC of L=10 and 1L =0.001 and the calculated SNR value for this signal equal

to 1.3 dB while Fig. 5-d shows the estimated speech signal by the proposed TSANC has a
SNR=11.23 dB. From this Figure, it is clear that the quality of the processed speech signal by
the proposed TSANC increases, thus the amount of noise reduction is increased also.
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Fig. 4 Comparison between LMS and TSANC algorithm using the SNR of
the noisy speech signal =-3.9 dB for sample from 0 to 40000.
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Fig. 5 The difference between estimated speech waveform of LMS and
TSANC algorithm, using sampling rate of 8 kHz and the SNR of noisy
speech signal =-3.9 dB.
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4. CONCLUSION

The TSANC algorithm, which is proposed to achieve the coupling between the improvement
in the performance of the steady state error and convergence rate, has a two cascade filters.
The first one of the two filter use a large step size with low order to increase the convergence
speed while the other filter use a small step size with a high order to decrease the steady state
error. The computational operations required to the proposed technique have the same
operations like the conventional LMS algorithm in case the two schemes are to have the same
precision. It is found that the TSANC algorithm has a limited ability in tracking in
nonstationary environment in a case of more changing in the noise level.
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