State-Variable Description
M otivation

Consder a system with the transfer function
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To stabilizeit, we can precede He(s) with acompensator
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The overdll transfer function:
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Thisis nice outcome, but unfortunately this technique will not work:

After awhile the system will burn or saturate,



To seewhy, let usfirg set up an anaog computer smulation of the

cascade system

We can write the equations
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There are generad methods of solving such so-called state-space

equation but it will suffice to proceed asfollows:

Thefirst equation is

X, =- X -2V
Which yidlds
X (t) = €' Xy 26" *Vv

* denotes convolution

% (0) = %



The second equation
Xo =X+ X, +V
has a solution

Y(t) = () = € X + 2 (€Y X + € *

—  («) = X0 X0 v(s)
P Y(9)=%() = S- 1+ (s- D(s+1) ' s+1

Therefore the overdl transfer function, which has to be caculated with

zero initia condition is 1/(st+1) as expected.

Note: However, that unless the initid conditions can adways be kept

zero, y(.) will grow without bond.

So the input output description of a system is gpplicable only when the
systemisinitialy relaxed



State-Variable

Definition: The dae of a sydem a time t, is the amount of
information & t, that, together with uyy) determine
uniquely the behavior of the syslemfor al t s t,

Usudly x denotes State, u input, y output

Example
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where

_1 o
y(t,) = c O u(t )dt

So if y(ty) is known, the output after t 3 to can be uniquely determined.
Hence, y(t,) regarded on the state at timett,



Linearity

Definition: A system issaid to be linear if for every t, and any
two state-input-output pairs
t U
XI ( ) yi (t)’ ts3 to
u(t), t3t, %

fori =1, 2, we have

a X (t,) +axy(t,)

t)+a t), t3t
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for any rea constants ; and ,. Otherwise the system is said

to be nonlinear.

- Linearity must hold not only at the output but also at all
state variables and must hold for zero initial state and
nonzero initia state,

- Thisdefinition is different from
H( Uy + 2Up) = 1 H(u+ 2 H(Uyp)



Example

C and L arenonlinear

Because L C loop isin series connection with the current source, its
behavior will not transmit to the output. Hence the above circuit is
linear according the input-output definition while it is nonlinear
according to the above definition of linearity.

= A very important property of any linear system is that the

responses of the system can be decomposed into two parts

1 X(t)
Output due to %u(t), t3t
1 X(t,)
= output dueto % ut)° 0, t3t,
1 x(t,) =0

I
+ output dueto Tu(t), £3t
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Or

Response = zero-input response + zero-state response



A very broad class of systems can be modeled by

X1 = F (Xpseens Xy Upyees Uy 1)
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together with

y]_:gl(x ,...,Xn ul,--"upit)

Y =9q(Xgsees Xy Uy s, U, T)

where
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b x= f(x,u,t)

y=90xu
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We have seen an important specia case, where

A(t) X + B(t) u

foud

and
g(x,u,t) = C(t)x+ D(t)u

Fact (Existence & unigueness)

Under some mild conditions on f(., ., .), the value of x(.) at t, qualifies

e t,, i.e. knowledge of x(t,). And u(t)
fort3 togivesaunique{y(t) : t 3 to} & {x(t): t 3 to}
Which solves the equations:

x=f (x,u,1) y=g(x,u,t)
For the special cases.

x = A{t)x + B(t)u
y =c(t)x+ D(t)u



A aufficient condition for the existence of a unique solutions x(t), y(t)
fort 3 t, given x(t,) and u(t), t 3 t, isthat A(.) be acontinues function.

Wewill make this assumption throughout the cour se.

Note: The above condition is always satisfied when
A(.) isa congtant matrix.



