EURASIP Journal on Applied Signal Processing 2004:5, 772-782
(© 2004 Hindawi Publishing Corporation

Multiple ARQ Processes for MIMO Systems

Haitao Zheng

Wireless Research Laboratory, Lucent Technologies, 791 Holmdel-Keyport Road, Holmdel, NJ 07733, USA

Email: haitaoz@lucent.com

Angel Lozano

Wireless Research Laboratory, Lucent Technologies, 791 Holmdel-Keyport Road, Holmdel, NJ 07733, USA

Email: aloz@lucent.com

Mohamed Haleem

Wireless Research Laboratory, Lucent Technologies, 791 Holmdel-Keyport Road, Holmdel, NJ 07733, USA

Email: haleem®lucent.com

Received 4 December 2002; Revised 19 August 2003

We propose a new automatic repeat request (ARQ) scheme for MIMO systems with multiple transmit and receive antennas. The
substreams emitted from various transmit antennas encounter distinct propagation channels and thus have different error statis-
tics. When per-antenna encoders are used, separating ARQ processes among the substreams results in a throughput improvement.
Moreover, it facilitates the interference cancellation in certain MIMO techniques. Quantitative results from UMTS simulations
demonstrate that the proposed multiple ARQ structure yields more than 30% gain in link throughput.
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1. INTRODUCTION

Third-generation cellular systems are being designed to sup-
port high-speed packet data services. In the downlink, which
has more stringent requirements in many of such services,
high-speed packet access is provided through a shared chan-
nel where time-division multiplexing is used. Time slots are
assigned to users at specific data rates through a scheduling
algorithm based on the user data backlog and on channel
quality indication (CQI) received via a feedback channel.!
Such a transmission scheme allows multiple users to share
the system resources efficiently by adapting to traffic and
channel variations and it also avoids possible resource lim-
itations that might occur if each user were allocated a ded-
icated code-multiplexed channel. Therefore, it has the po-
tential to improve the capacity for delay-tolerant bursty ser-
vices. Examples where this scheme will be implemented in-
clude the CDMA 1x EV-DO and 1x EV-DV and the UMTS
high-speed downlink packet access (HSDPA) [1, 2]. Several
advanced technologies are employed in high-speed downlink
transmission to improve link throughput or reduce packet
delay by adapting to the time-varying channel conditions,

IEach terminal measures its channel condition and translates it into a
metric to be fed back to the serving base station.

traffic statistics, and quality-of-service requirements. Some
of these adaptive techniques, relevant to this paper, are sum-
marized below.

Multiple transmit and receive antennas. The use of mul-
tiple antennas at each base station sector is already part of
every third-generation standard. In the downlink, specifi-
cally, these antennas can be used to provide transmit diver-
sity and/or to direct a beam towards the intended terminal.
The deployment of multiple receive antennas at data ter-
minals is also being considered. The combination of mul-
tiple transmit and receive antennas will enable the imple-
mentation of a number of multiple-input multiple-output
(MIMO) techniques that promise spectacular increases in
throughput without the need for additional power or band-
width [3, 4, 5].

Dynamic link adaptation through adaptive modulation
and coding. Typically, each transmission in the downlink
shared channel is at the maximum available power, with no
power control. Therefore, link adaptation [6, 7], which ad-
justs the modulation and coding schemes (MCS), provides
an efficient way of maximizing the instantaneous usage of
the wireless channel. Specifically, it enables the use of aggres-
sive MCSs when channel conditions are favorable while it re-
verts to MCSs that are more robust but with lower transmis-
sion rates when channel conditions degrade. The base station
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selects the appropriate MCS based on the CQI for the user
served at each time slot. We hereby refer to the MCS selec-
tion process as the mapping design.

Automatic repeat request (ARQ) or hybrid ARQ (HARQ).
The performance of MCS-based link adaptation largely de-
pends on the accuracy of the CQI, which is difficult to main-
tain as velocity increases. The delay tolerance of many data
services enables the use of retransmission schemes to re-
cover erroneous packets. Recently, HARQ techniques have
been adopted by several wireless standardization bodies, for
example, 3GPP and 3GPP2. HARQ [8, 9, 10] can improve
throughput performance, compensate for link adaptation er-
rors, and provide a finer granularity in the rates effectively
pushed through the channel. Upon detecting a transmission
failure, mostly by cyclic redundancy check (CRC), the termi-
nal sends a request to the base station for retransmission. The
delay due to packet acknowledgement can be significantly re-
duced by placing the HARQ functionality in the base station
(Node B in UMTS) rather than in the radio network con-
troller (RNC in UMTS). The packet decoder at the mobile
combines the soft information of the original transmission
with those of the subsequent retransmissions. The combined
signal has higher probability of successful decoding. In gen-
eral, there are two ways of soft combining. With chase com-
bining, the base station repeatedly sends the same packet and
the receiver aggregates the energy from the (re)transmissions
to improve the signal-to-noise ratio (SNR) [11, 12]. A more
sophisticated HARQ mechanism, named incremental redun-
dancy (IR), transmits additional redundant information in
each retransmission and gradually reduces the coding rate
until successful decoding occurs [13, 14, 15]. Compared with
chase combining, IR requires larger receiver buffers but it can
achieve better performance [16]. It also provides finer gran-
ularity in the encoded rates and allows for better adaptation
to channel variations.

Scheduler. In a multiuser system where user channel con-
ditions change over time, a scheduler can exploit those chan-
nel variations by giving certain priority to the users with
transitorily better channels. The scheduler critically impacts
the system performance. Several scheduling algorithms have
been proposed in the literature to maximize the packet data
throughput, subject to various fairness conditions [17].

The above technologies are tightly coupled. However,
since some of them reside in different layers, that is, HARQ
in the medium access control (MAC) layer and MIMO in
the physical layer, they are usually discussed and treated
separately. The evaluation of each technology fails to take
into account the performance improvement or degradation
brought about by the other one. In particular, the link layer
performance of any MIMO algorithm is usually selected ac-
cording to the raw data rate at some operating point, for ex-
ample, 10% packet error rate. However, when some level of
channel uncertainty exists and the system supports HARQ, it
may be beneficial to transmit aggressively at higher packet er-
ror rates and recover channel errors through retransmissions
[18]. The throughput depends heavily on the transmission
strategy. An overly aggressive transmission could produce
too many unsuccessful packet transmissions that diminish

the overall throughput, while an overly conservative one fails
to fully utilize the channel. In this case, the overall through-
put depends on the algorithms at both layers and only
cross-layer design can enable the most efficient use of the
channel.

In this paper, we address some of the key design issues as-
sociated with the choice of the HARQ structure to be used for
MIMO physical layer transmission. We propose a new HARQ
structure that matches the layered structure of the most pop-
ular MIMO architectures [19]. Simulation results show that
the performance sensitivity to the choice of HARQ depends
on the aggressiveness of the transmissions and on the type of
CQL

The paper is organized as follows. In Section 2, we de-
scribe the layered architectures with per-antenna encoding.
Modifications to the conventional HARQ structure to fit
these layered architectures are discussed in Section 3. We
compare the performance of different HARQ structures in
Section 4. Conclusions are drawn in Section 5.

2. LAYERED ARCHITECTURES WITH
PER-ANTENNA ENCODING

In order to approach the MIMO channel capacity in rich
multipath environments, the substreams radiated from the
various transmit antennas should be uncorrelated [20, 21].
Nonetheless, it may in practice be advantageous to jointly en-
code them (Figure 1a). This has motivated a blossoming in-
terest in the design of space-time (vector) codes [22]. Clearly,
when the substreams are jointly encoded, they should share
a single CRC.

The complexity of joint detection, however, explodes as
the number of transmit antennas grows large. As a result,
there has also been strong interest in devising alternative
approaches. One such approach is that of layered architec-
tures, which incorporate multiple scalar encoders, one per
transmit antenna. In these architectures, input data is de-
multiplexed into multiple substreams, which are then sep-
arately encoded and radiated from the various transmit an-
tennas (Figure 1b). At the receiver, the substreams are succes-
sively detected and cancelled [4, 5]. Specifically, the informa-
tion extracted from each substream is reencoded, interleaved,
and modulated to construct a replica of the transmitted sub-
stream. This replica, properly combined with the channel re-
sponse, is then subtracted from the overall received signal so
that—if there are no errors—the interference contribution
of this substream is removed. The complexity of these archi-
tectures increases more gracefully with the number of anten-
nas. Furthermore, they can capitalize on existing scalar cod-
ing formats.

A layered architecture can approach the MIMO chan-
nel capacity if the data rates of the different transmit an-
tennas are appropriately adjusted [23, 24]. This adjustment
requires separate CQI, one per transmit antenna, and thus
the amount of feedback required increases linearly with
the number of transmit antennas. We hereby refer to it as
per-antenna rate and CQI. Alternatively, a common CQI—
and thus the same data rate—can be used for all transmit
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FiGure 1: MIMO transmitter architecture with different coding
structures.

antennas at the expense of some loss in capacity [23]. To
illustrate this point, Figure 2 depicts the difference between
the capacity with and without the constraint that the data
rate at each of the transmit antennas be equal, for the spe-
cific case of 4 transmit and 4 receive uncorrelated antennas
with Rayleigh fading. For the purpose of this paper, in any
event, the most relevant feature of a layered architecture is
that it does not constraint the transmit antennas to be jointly
encoded and share a unique CRC.

3. HARQ MECHANISMS FOR MIMO SYSTEMS

If the MAC layer is unaware of the presence of MIMO at
the physical layer, HARQ simply attaches a single CRC to
the packet with such CRC encompassing the data radiated
from the various transmit antennas. We refer to this scheme,
depicted in Figure 3a, as MIMO single ARQ (MSARQ).
Since substreams transmitted from different antennas en-
counter distinct propagation channels, they have different er-
ror statistics. Using a typical channel propagation model with
4 transmit and 4 receive uncorrelated antennas [21], we ob-

10

Ergodic capacity (bps/Hz)

0 . . . .
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—6— Per-antenna rate and CQI
—k— Common rate and CQI

FIGURE 2: Ergodic Shannon capacity with 4 transmit and 4 receive
antennas obtained via Monte Carlo simulation on a Rayleigh-faded
channel with no antenna correlation.

serve that in more than 70% of error events,? only the sub-
streams from 1 or 2 transmit antennas are corrupted and thus
require a retransmission (Figure 4). However, upon an error
event, an MSARQ receiver has to request a retransmission of
the entire packet because it relies on the single CRC over the
whole packet. Retransmitting substreams that have already
been correctly received wastes throughput. When multiple
per-antenna encoders are used, it becomes possible to re-
move the constraint that the substreams radiated from mul-
tiple transmit antennas share a single ARQ process.

For per-antenna MIMO encoding architectures, we
herein propose to employ multiple ARQ processes, 1 for
each substream radiated from 1 transmit antenna or group
of antennas. This scheme is independent of the receiver-
processing algorithm and only requires that the receiver de-
codes substreams independently. We refer to this scheme as
MIMO multiple ARQ (MMARQ). As shown in Figure 3b, a
CRC symbol is appended to each substream. At the receiver,
each such substream is decoded and the associated CRC
is used to validate the content. Multiple acknowledgment
(NACK/ACK) indications are then sent back to the trans-
mitter. After receiving these acknowledgements, the trans-
mitter sends fresh packets from the transmit antennas that
have been successfully acknowledged and retransmits the
substreams that have been negatively acknowledged through
their associated transmit antennas. Hence, the HARQ opera-
tions at different transmit antennas are independent of each
other. We focus on high-speed downlink data transmission
so that the overhead due to multiple CRC symbols is neg-
ligible. However, we need to consider the uplink signaling
overhead due to multiple acknowledgements. For each ARQ
process, NACK/ACK requires an overhead of 1 bit plus error
protection redundancy. Therefore, the amount of ARQ feed-

2 An error event occurs when any of the substreams contains an error.
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F1GURE 3: Transmitter structures of MSARQ and MMARQ.
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FIGURE 4: Probability distribution of the number of corrupted sub-
streams in an error event with 4 transmit and 4 receive uncorrelated
antennas and frequency-flat fading.

back overhead scales with the number of transmit antennas.
When that number is large, grouping the transmit antennas
and assigning a single ARQ process to each group can reduce
the signaling overhead.

Next, using per-antenna encoders with successive de-
coding and cancellation at the receiver as an example, we

describe the receiving procedures for both MMARQ and
MSARQ. The receiver decodes the transmitted substreams
sequentially following a certain order, which can be opti-
mized to achieve the best throughput performance. The first
substream is decoded from the overall aggregate received sig-
nal Y(¢). The information data So(t), extracted from sub-
stream 0, is then reencoded, interleaved, and modulated to
construct a replica of the transmitted substream. This replica,
combined with the channel response, that is, F(Sy (), H(¢)),
is then subtracted from Y(¢) so that the interference contri-
bution of this substream to the others is removed. This pro-
cedure is the so-called interference cancellation. The same
process is then applied to the remaining substreams, which
are thus successively extracted.

For MMARQ), the interference cancellation and HARQ
packet combining procedures can be blended advanta-
geously. In that case, the receiver would decode a substream
and use its associated CRC to validate the content. If this sub-
stream carries a retransmission packet and contains uncor-
rectable errors, the soft symbols of the packet would be com-
bined with those of the previous transmission(s) to extract
the information data. The receiver would then perform in-
terference cancellation to remove the interference due to this
substream. Interference cancellation is performed regardless
of the results of the CRC validation; therefore, all the sub-
sequent substreams can be decoded without waiting for the
retransmission of the current substream. However, the relia-
bility of the decoded data is much higher after HARQ packet
combining and, thus, using such data to reconstruct the sig-
nal replicas for interference cancellation reduces error propa-
gation. The detailed receiver procedure is shown in Figure 5.
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Figure 5: MMARQ receiver flow chart.

In contrast, it is not so easy to combine HARQ with
interference cancellation when MSARQ is employed. As il-
lustrated in Figure 6, MSARQ separates HARQ packet com-
bining from interference cancellation. The receiver performs
packet decoding and interference cancellation to extract the
substreams and then combines those substreams into a com-
pound packet. In this case, decoding errors at each substream
could propagate to the substreams that are decoded after-

wards. Such error propagation could severely degrade the
performance. Another alternative would be to recancel inter-
ference on the HARQ combined signal upon a CRC failure.
This procedure is shown in Figure 7, wherein interference
cancellation is conducted twice. We refer to it as MSARQ
IC. The resulting hardware design, however, could be prob-
lematic, as the receiver would need to quickly feedback the
NACK indicator to the transmitter.
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4. COMPARISON OF MSARQ AND MMARQ (1) A fraction of the power and code space available at the
base station is allocated to HSDPA while the rest is as-
In this section, we compare the performance of MSARQ and signed to pilots, overhead channels, and voice traffic.
MMARQ in the context of UMTS HSDPA [25]. The most (2) HSDPA users are time-multiplexed in short frames.
prominent features of HSDPA, which is specifically geared A scheduler at the MAC layer determines the user to

towards delay-tolerant data, are as follows. be served at each frame. Each scheduling interval or
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Figure 7: MSARQ IC receiver flow chart.

frame lasts 2 milliseconds. We assume that the entire
HSDPA code space (10 codes in this paper) and trans-
mit power are assigned to the scheduled user. That
is, the base station transmits to only one user in each
frame using 10 codes and full power. The transmit sig-
nal consists of a superposition of such 10 orthogonal
codes.

(3) The Node B (or base station) MAC determines the

transmission rate for the user being served, based on
the CQI.

(4) The HARQ functionality resides between the Node B
and the mobile terminal to permit soft combining and
fast NACK/ACK feedback.

We have developed a simulation tool that captures the
dynamic processes in a radio network. The simulated radio
network consists of a base station (Node B) and multiple user
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terminals. The Node B possesses the following functionali-
ties.

(a) MACusppa. It performs scheduling, MCS selection,
and HARQ, based on the CQI feedback and the NACK/ACK
signaling from each terminal.

(i) Scheduler. System performance depends heavily on the
scheduling algorithm. For the purpose of this work,
we limit ourselves to a round-robin scheduler, which
exhibits maximum fairness across users. Additionally,
with such scheduler, it is easy to quantify the system-
level performance from the single-user performance.

(ii) MCS selection. The MCS at each transmit antenna is
separately controlled through CQI feedback from the
receiver [23, 24].

(ili) HARQ. The downlink HARQ operates asyn-
chronously, that is, the retransmissions can take
place anytime after the Node B receives a NACK/ACK.
The scheduler determines the exact time. To com-
pensate for the NACK/ACK feedback delay of 2
frames, each HARQ entity operates in terms of
three stop-and-wait (SAW) processes. This allows
HARQ to operate continuously without waiting for a
NACK/ACK signal. For MSARQ, all transmit antennas
use a single HARQ entity with 3 processes while, for
MMARQ, each transmit antenna uses one HARQ
entity with 3 processes. Chase combining is used to
combine the initial transmission with the retransmis-
sions. The maximum number of retransmissions is
30. If a corrupted packet cannot be recovered after
exhausting the maximum number of retransmis-
sions, the packet is discarded and the associated loss
should be recovered by higher layer error control
mechanism.

(b) PHY. The physical layer simulation consists of a se-
quence of events such as transmission and reception of sig-
nals, signal-to-interference-and-noise ratio (SINR) evalua-
tion, and channel estimation. It employs a bandwidth of
5MHz with 3.33-milliseconds frames. We assume that the
uplink channel operates at a rate of 64 kbps. At the terminal,
the substreams radiated by the various transmit antennas are
decoded according to a fixed order. The MCS of each such
substream is selected based on its detected SINR at the re-
ceiver and it is then fed back as a CQI message. Some addi-
tional premises are summarized below:

(i) fading is Rayleigh-distributed and frequency-flat and
the channel is either perfectly known at the receiver
or modeled by adding simulated estimation noise onto
the actual channel;

(ii) pedestrian speed (3 Km/hr);

(iii) 70% of transmit power dedicated to HSDPA;
(iv) 10 out of 16 orthogonal codes dedicated to HSDPA;

(v) 4 uncorrelated transmit and 4 uncorrelated receive an-
tennas;

(vi) 7 MCSs employing turbo codes with varying rates and
symbol repetition [4]: QPSK rate 1/4 repeated 4 times,
QPSK rate 1/4 repeated 2 times, QPSK rate 1/4, QPSK

rate 1/2, QPSK rate 3/4, 16-QAM rate 1/2, and 16-
QAM rate 3/4.

The probability of each substream being detected er-
roneously is given by a frame error rate (FER) versus in-
stantaneous SINR curve for each MCS. For the above MCS
schemes, these curves are displayed in Figure 8.

The ultimate performance measure is the single-user
throughput, defined as the ratio between the number of in-
formation bits correctly received by a user and the time that
the channel is allocated to that user:

throughput

total good bits
(total frames with transmissions) - frame duration’

(1)

Notice that the throughput represents the peak net through-
put that can be delivered to a user.

It should be pointed out that the throughput depends
on the mapping between the detected SINR and the selected
MCS per antenna. Such mapping is adjusted in order to max-
imize the throughput while maintaining some target FER
measured prior to HARQ operation. When this target FER is
small (less than 5%), the probability of retransmission is low
and there is no large gain with any kind of ARQ. As the target
FER increases, the probability of retransmissions grows and
there is a considerable gain with MMARQ. Hence, we opti-
mize the FER to maximize the throughput.

4.1. Performance with perfect channel
estimation and feedback

Our initial simulations assume perfect channel estimation
and error-free uplink feedback. We first examine the ad-
vantage of combining HARQ with interference cancellation
by comparing the compound packet error performance of
MSARQ and MSARQ IC. Separating interference cancella-
tion from HARQ combining fails to eliminate the interfer-
ence from any corrupted substream even if the substream is
later fully recovered through HARQ packet combining. Such
inefficiency results in a higher compound packet error rate
(Figure 9). To quantify the advantage of per-antenna HARQ
in MMARQ, the throughput performances of MMARQ,
MSARQ, and MSARQ IC are compared in Figure 10. We ob-
serve that MMARQ achieves 10%-20% improvement over
MSARQ IC and 26%—40% over MSARQ. Thus, the contri-
butions of combined operation and multiple ARQ structures
are roughly equal. The ergodic Shannon capacities for open-
loop single-transmit single-receive and 4-transmit 4-receive
configurations are also shown in the same figure as refer-
ences.

In the above example, MSARQ, MSARQ IC, and
MMARQ use the same MCS/SINR settings, which maxi-
mize the throughput for MMARQ but not necessarily for
MSARQ and MSARQ IC. Through additional simulations,
we find that the optimal MCS/SINR settings for MSARQ
and MSARQ IC yield a compound FER of 8%—-10%, while
the optimal FER for MMARQ is around 15%-20%. The
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corresponding individual substream error rates are 2%—5%
and 8%-18%, respectively. In practice, it is quite difficult
to guarantee a substream error rate of 5% or less. There-
fore, the optimal throughput of MMARQ would be easier
to achieve in a realistic environment. Nevertheless, the op-
timized throughputs are shown in Figure 11, where the im-
provement of MMARQ drops to around 10% with respect
to MSARQ IC and 20% with respect to MSARQ. By oper-
ating at a low packet error rate, channel coding and packet
combining can eliminate most channel errors. As such, the
throughput gap between MSARQ and MSARQ IC also di-
minishes.

4.2. Performance with imperfect channel
estimation and feedback

Next, we examine the performance of MSARQ, MSARQ IC,
and MMARQ in more realistic conditions, with imperfect
channel estimation and imperfect uplink feedback. The main
sources of imperfection are limited pilot power, finite chan-
nel coherence time, and feedback delay. We model these non-
idealities by adding noise to the SINR, that is,

Jas = yas + N (0,02), (2)

where y4p represents the SINR in dB as estimated by the re-
ceiver, y4p represents the actual SINR in dB, and N(0,0?)
represents Gaussian noise with variance ¢2. The estimation
error not only impacts the MIMO signal detection and de-
coding process, but also impacts the MCS selected for each
transmit antenna. In addition, the uplink feedback channel
also encounters a uniformly distributed binary error rate of
6%, which could corrupt the CQI and the NACK/ACK indi-
cation(s). Figure 12 illustrates the throughput performance
of MMARQ, MSARQ, and MSARQ IC for ¢ = 1.5dB.
The performance degradations range from 10% to 18% for
MMARQ, 17% to 32% for MSARQ, and 16% to 24% for
MSARQ IC. Relatively, MMARQ is less sensitive to chan-
nel estimation noise and feedback errors. As the level of un-
certainty increases, it becomes more difficult to guarantee a
successful transmission without sacrificing packet through-
put. In this case, it is beneficial to transmit aggressively and
use HARQ to recover from channel errors. Overall, MMARQ
achieves 30%—-45% throughput improvement over MSARQ,
while per-antenna ARQ contributes to a 15%-25% through-
put improvement.

5. CONCLUSION

We have proposed a new ARQ scheme suitable for any
MIMO scheme in which substreams radiated from differ-
ent antennas are encoded separately. Conventionally, a sin-
gle ARQ process is applied to each data packet. Upon an er-
ror event, all constituent substreams—including those that
have already been correctly received—are retransmitted. In
contrast, our proposed scheme separates the ARQ processes
for the substreams. We have quantified the gains of the new
scheme within the context of UMTS high-speed downlink
data access. We first considered ideal conditions with perfect
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Figurg 11: Throughputs of MMARQ, MSARQ, and MSARQ IC
with interference cancellation in ideal conditions using the opti-
mized MCS/SINR settings.

12

Throughput (Mbps)

0
-2 -1 0 1 2 3 4 5 6 7 8

Average E;Ny (dB)

Ergodic capacity (4,4)
—o— MMARQ

—*— MSARQ IC

—a— MSARQ

---- Ergodic capacity (1,1)

Figurg 12: Throughput of MMARQ, MSARQ, and MSARQ IC
with interference cancellation in realistic conditions (with imper-
fect channel estimation and imperfect uplink feedback).

channel estimation and error-free uplink feedback, where
MMARQ improves the throughput by 25%—-40%. We then
performed the simulations in more realistic conditions, with
imperfect channel estimation and possibly erroneous uplink
feedback. Such uncertainty leads to a higher loss rate, and
HARQ becomes a major technique for efficient error con-
trol and recovery. Hence, MMARQ is even more favorable
with the performance improvement increasing to 30%—-45%
compared with MSARQ. It should be pointed out that the
results presented here are based on the premise of frequency-

flat fading and uncorrelated antennas. Frequency-selective
fading may modify this conclusion, and this problem is cur-
rently under investigation.

Traditionally, the physical layer had been considered the
performance bottleneck in wireless systems due to the unpre-
dictable nature of the radio channel. Higher layer issues, such
as scheduling, link adaptation, retransmissions, and mobile
routing, used to be discussed and treated separately from
major physical layer issues. With the convergence of mobile
communications and data services, however, there is a grow-
ing need for a cross-layer design that facilitates the interac-
tion of multiple protocol layers. In particular, one can couple
the design of link layer (i.e., MAC and RLP) with that of the
physical layer. The superior performance of MMARQ con-
firms the benefits of such joint layer design.
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joint encoding and decoding of two or more correlated
sources can theoretically be reached by doing separate encod-
ing and joint decoding. The Wyner-Ziv theorem extends this
result to lossy coding. Based on this paradigm, a new video
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stead of the deterministic approach of conventional coding
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interest. On the other hand, experimental profiles (e.g., time
series, disturbations) can be used to reverse engineer network
structures based on a model of the underlying functional net-
work.

Is it possible to detect the interesting features with the cur-
rent methods? And how is our picture of the relationsship
between network structure and biological function affected
by the choice of methods?
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The development of complex applications involving signal,
image, and control processing is classically divided into three
consecutive steps: a theoretical study of the algorithms, a
study of the target architecture, and finally the implemen-
tation.

Today such sequential design flow is reaching its limits due
to:

e The complexity of today’s systems designed with the
emerging submicron technologies for integrated cir-
cuit manufacturing

e The intense pressure on the design cycle time in order
to reach shorter time-to-market, reduce development
and production costs

e The strict performance constraints that have to be
reached in the end, typically low and/or guaranteed
application execution time, integrated circuit area,
overall system power dissipation

An alternative approach to a traditional design flow, called
algorithm-architecture matching, aims to leverage the design
flow by a simultaneous study of both algorithmic and ar-
chitectural issues, taking into account multiple design con-
straints, as well as algorithm and architecture optimizations,
not only in the beginning but all the way throughout the de-
sign process.

Introducing such design methodology is also necessary
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performance, low-power, low-cost mobile communication
systems and/or smart sensors-based systems.
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chitectures based on multiple processor cores and dedicated
coprocessors to achieve the required efficiency. NoC-based
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nication throughputs. Adaptive and reconfigurable architec-
tures represent a new computation paradigm whose trend is
clearly increasing.
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bedded system designs methodologies.
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tion. Because in such design methodology the system is seen
as a whole, this special issue will also cover the following
topics:

e New and emerging architectures: SoC, MPSoC, con-
figurable computing (ASIPs), (dynamically) reconfig-
urable systems using FPGAs
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Radio resource management (RRM) techniques (such as ad-
mission control, scheduling, sub-carrier allocation, channel
assignment, power allocation, and rate control) are essential
for maximizing the resource utilization and providing qual-
ity of service (QoS) in wireless networks.

In many cases, the performance metrics (e.g., overall
throughput) can be optimized if opportunistic algorithms
are employed. However, opportunistic RRM techniques al-
ways favor advantaged users who have good channel condi-
tions and/or low interference levels. The problem becomes
even worse when the wireless terminals have low mobility
since the channel conditions become slowly varying (or even
static), which might lead to long-term unfairness. The prob-
lem of fair resource allocation is more challenging in multi-
hop wireless networks (e.g., mesh and multihop cellular net-
works).

The performance fairness can be introduced as one of
the QoS requirements (e.g., as a condition on the minimum
throughput per user). Fair RRM schemes might penalize ad-
vantaged users; hence, there should be a tradeoff between the
overall system performance and the fairness requirements.

We are soliciting high-quality unpublished research pa-
pers addressing the problem of fairness of RRM techniques
in wireless communication systems. Topics include (but are
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e Fairness of scheduling schemes in wireless networks

e Tradeoff between maximizing the overall throughput
and achieving throughput fairness

e RRM fairness: problem definition and solution tech-
niques

e Fairness performance in emerging wireless systems
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e Cross-layer RRM design with fairness

e Short-term and long-term fairness requirements

e Adaptive RRM to support fairness

e Fairness in cooperative wireless communications

e Issues and approaches for achieving fairness in multi-
hop wireless networks

e RRM framework and QoS architecture

e Complexity and scalability issues

e Experimental and implementation results and issues

e Fairness in multiple-antenna transmission/reception
systems

e Fairness in end-to-end QoS provisioning
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3D image and 3D video processing techniques have received
increasing interest in the last years due to the availability of
high-end capturing, processing, and rendering devices. Costs
for digital cameras have dropped significantly and they allow
the capturing of high-resolution images and videos, and thus
even multi-view acquisition becomes interesting in commer-
cial applications. At the same time, processing power and
storage have reached the level that allows the real-time pro-
cessing and analysis of 3D image information. The synthe-
sized 3D information can be interactively visualized on high-
end graphics boards that become available even on small mo-
bile devices. 3D displays can additionally help to increase the
immersiveness of a 3D framework. All these developments
move the interest in 3D image and video processing meth-
ods from a more academic point of view to commercially at-
tractive systems and enable many new applications such as
3DTV, augmented reality, intelligent human-machine inter-
faces, interactive 3D video environments, and much more.

Although the technical requirements are more and more
tulfilled for a commercial success, there is still a need of so-
phisticated algorithms to handle 3D image information. The
amount of data is extremely high, requiring efficient tech-
niques for coding, transmission, and processing. Similarly,
the estimation of 3D geometry and other meta data from
multiple views, the augmentation of real and synthetic scene
content, and the estimation of 3D object or face/body motion
have been addressed mainly for restricted scenarios but often
lack robustness in a general environment. This leaves many
interesting research areas in order to enhance and optimize
3D imaging and to enable fully new applications. Therefore,
this special issue targets at bringing together leading experts
in the field of 3D image and video processing to discuss and
investigate this interesting topic.

Specifically, this special issue will gather high-quality, orig-
inal contributions on all aspects of the analysis, interaction,
streaming, and synthesis of 3D image and video data. Topics
of interest include (but are not limited to):

e 3D image and video analysis and synthesis
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e Streaming of 3D data

o Augmented/mixed reality

e Image-based rendering

e Free viewpoint video
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