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Lesson 7: Data collection and analysis: Descriptive Statistics
	Method
	Description and use

	Measures of Variability
	

	
Frequency
	Number of times each score is obtained.

	
Range
	The difference between the largest score and the smallest score

	
Percentiles
	Points in a distribution below which a given percent (P), of the case lie:

ex.
P70, 70% of the scores fall below the 70th percentile.

P25, is the first quartile, Q1.

P50, is the second quartile, Q2; it is also the median score.

P75, is the third quartile, Q3.

	
Standard Deviation
	Measures how closely responses cluster around the mean; when added to or subtracted from the mean, it gives two points on either side of the mean between which 68% of cases occur.  It does not identify highest and lowest values.

	Measures of Central Tendency
	

	
Mean (X)
	(Arithmetic mean) sum of the set of observations divided by the number of observations

	
Median
	Middle point of all scores, the point below and above which half of the observations fall, the 50th percentile of any distribution

	
Mode
	The most frequently occurring observation, the most popular or common score

	Scales of Measurement
	

	
Nominal
	Variables are measured by categories.

	
Ordinal
	Variables are measured by producing categories or numbers which can be ranked.

	
Interval
	Variables are measured by instrumentation producing numbers which are equal intervals but an arbitrary zero to the scale.

	
Ratio
	Are also interval scales, but in addition the “zero” number represents an absence of the characteristics in question


Analytical Methods

	Method
	Description and Use

	Correlation statistics
	Used to show relationship between one dependent variable and one independent variable, but does not establish causation.  Reported within a range of +1 (perfect positive correlation) to 

–1 (perfect negative correlation).

	Regression
	Examines the relationship between a dependent variable and two or more independent variables.

	t test

(t)
	Used to test whether the difference between two means (group averages) is significant.  It can measure the difference between two groups or between the pre- and post-test scores of the same group. 

	Analysis of Variance

(ANOVA)
	Used to test the significance of differences among more than two variables or more than two groups.  ANOVA cannot prove directly that there are differences between groups.  It can only prove that the opposite (that there are no differences or that the groups are the same) is true.

	Multiple Analysis of Variance

(MANOVA)
	Used to test the significance of differences between two or more groups simultaneously on more than one variable.

	Analysis of Covariance

(ANCOVA)
	Used to test the significance of differences between two groups when the two groups are not considered equal at pre-test time.  A variable is adjusted for the effects of an outside variable.

	Chi square

(x2)
	Used to analyze categorical information (classify sex as male or female, program satisfaction as high or low, etc.).  Tests the significance of differences between observed frequencies and expected frequencies (goodness of fit) or two sets of observed frequencies (contingency tables).


Adapted from a chart in Evaluation Handbook, Public Management Institute.
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