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Abstract:

Iterative/evolutionary heuristic such as Tabu Search (TS), Genetic Algorithms (GAs), and Simulated Evolution (SimE) have gained significant popularity for solving a range of hard combinatorial optimization problems. These heuristics have ability to reach near-optimal solution but require an enormous amount of run time. Parallelization is one of the remedies proposed to accelerate search for acceptable solutions. In this paper, we present a parallelization strategy for TS to solve a multiobjective problem namely VLSI cell placement. The parallel TS algorithm is designed after analyzing the sequential TS implementation and employs candidate list partitioning and distribution of unique moves among the slave processes. The heuristic is implemented on a dedicated Linux-based cluster of workstations using an MPI implementation. Results of experiments on ISCAS-85/89 benchmark circuits, illustrating solution quality and speedup are presented. The results obtained from parallel TS strategy are compared to those obtained from parallel GA and parallel SimE in terms of the solution quality and run time. This comparison exhibits the effectiveness of the parallel TS.
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Abstract:
Genetic Algorithms have worked fairly well for the VLSI cell placement problem, albeit with significant run times. This is all the more true for multiobjective VLSI cell placement, where the need to optimize conflicting objectives adds another level of complexity. A Master-Slave parallel strategy for GA is presented for VLSI cell placement where the objectives are optimizing power dissipation, timing performance and interconnect wirelength, while layout width is a constraint. Fuzzy rules are incorporated in order to design a cost function that integrates these objectives into a single overall value. Also, a Multi-Deme parallel GA, in which each processor works independently on an allocated subpopulation followed by information exchange through migration of chromosomes, is applied to this multiobjective problem. A pseudo-diversity approach is taken, wherein similar solutions with the same overall cost values are not permitted in the population at any given time. A series of experiments are performed on ISCAS-85/89 benchmarks to show the comparison of these two approaches with respect to solution quality and speedup.
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Abstract:

Non-deterministic iterative heuristics such as Simulated Evolution (SimE) and Simulated Annealing (SA) are widely utilized to solve a range of hard optimization problems. This interest is attributed to their generality, ease of implementation, and their ability to deliver high quality results. However, depending on the size of the problem, such heuristics may have very large runtime requirements. One practical approach to speeding up their execution is parallelization. In this paper, we present a comparative evaluation of parallelization strategies for both Simulated Evolution and Simulated Annealing. The aim is to identify the impact of various issues on the successful parallelization of these algorithms. Issues under consideration are the problem instance being dealt with, characteristics of the heuristic algorithms themselves, and the implementation environment. We present observations concerning the impact of parallelization on the achievable solution-quality and run-time requirements of evolutionary and stochastic heuristics. We finally attempt to further generalize our assessments for other non-deterministic iterative heuristics that share certain characteristics with these two algorithms.
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