
Random Variables



Random Variable: Definition

A Random Variable is a numerical description of the outcome 
of an experiment

Experiment Random Variable (x)
Possible Values 
for the RV

Roll a die 10 times Number of times even 
numbers is obtained

0, 1,2,…,10

Inspect a shipment 
of 100 parts

Number of defective 
parts

0, 1, 2,…100

Open a gas station Number of customers 
entering in one hour

0, 1,2,…

Toss a coin Upward side 0,1



Random Variables

• Experiment: Check light bulbs until a bad one 
(event=B) is obtained. Let G=event bulb is good.

• S = {B, GB, GGB, GGGB, GGGGB, …..}
• Define RV, X as:

X =Number of light bulbs checked before a bad bulb 
is found.
X = {1, 2, 3, 4,……}

• Notice how the RV is a rule to assign numbers to 
experimental outcomes

• Assignment is meaningless without the definition.



RV: Discrete or Continous

• Random variables can be discrete or 
continuous

• A discrete RV can only take a finite set of 
values or an infinite sequence of values 
where there is a first element, a second 
element, and so on.

• An RV is continuous if the values it can 
take consist of an interval on the number 
line (for example, the time it takes for a 
bulb to fail)



Probability Distribution of Discrete RV

Sales volume of a car dealer over three hundred working 
days in a year
Define RV: X = number of cars sold in one day
Sales 
Volume

No 
sale
X=0

One 
car
X=1

Two 
cars 
X=2

Three 
cars 
X=3

Four 
cars 
X=4

Five 
cars 
X=5

Total

Number 
of days

54 117 72 42 12 3 300



Probability Distribution of Discrete RV

Sales volume of a car dealer over three hundred working 
days in a year
Define RV: x = number of cars sold in one day

Sales 
Volume

No 
sale
X=0

One 
car
X=1

Two 
cars 
X=2

Three 
cars 
X=3

Four 
cars 
X=4

Five 
cars 
X=5

Total

f(x) 0.18 0.39 0.24 0.14 0.04 0.01 1.00

• Note that the sum of the probabilities equal 1.



Probability Distribution for x



Expected Value

• The expected value (mean) of a discrete 
random variable is the weighted average 
of all the possible values of the RV. The 
weights are the probabilities of the values.

E(x) = µ = ∑x f(x)



The Expected Value

x f(x) xf(x)

0 0.18 0(0.18) = 0.00

1 0.39 1(0.39) = 0.39

2 0.24 2(0.24) = 0.48

3 0.14 3(0.14) = 0.42

4 0.04 4(0.04) = 0.16

5 0.01 5(0.01) = 0.05

E(x) = 1.5



The Variance

• Variance is a measure of the variability of 
the values of the RV

• For a discrete RV:

Var (x) = σ2 = ∑(x-µ)2 f(x)



Calculation of Variance

x (x-µ) (x-µ)2 f(x) (x-µ)2 f(x)

0 0 - 1.5 = -1.5 2.25 0.18 (2.25)(0.18) = 0.4050

1 1 -1.5 = -0.5 0.25 0,39 (0.25)(0,39) = 0.0975

2 2 - 1.5 = 0.5 0.25 0.24 (0.25)(0.24) = 0.0600

3 3 – 1.5 = 1.5 2.25 0.14 (2.25)(0.14) = 0.3150

4 4  - 1.5 = 2.5 6.25 0.04 (6.25)(0.04) = 0.2500

5 5 – 1.5 = 3.5 12.25 0.01 (12.25)(0.01) = 0.1225

σ2 =1.2500



The Binomial Probability Distribution

Assumptions:
1. A fixed number of trials, say n.
2. Each trial results in a “Success” or “Failure”
3. Each Trial has the same probability of success 

p.
4. Different Trials are independent.

Define a RV x as:
x = Number of Successes in n trials

The probability distribution of x is known as 
the Binomial Probability distribution.



The Binomial Probability Distribution



Example
• Consider customers visiting a store. Suppose 

you want to know the probability of exactly 2 
people of the next five customers will make a 
purchase. It was previously estimated that the 
probability of a customer making a purchase is 
0.30

• The situation meets the assumptions of the 
binomial experiment
1. Five identical trials
2. Two outcomes (purchase/no purchase)
3. Probability of purchase is same for all customers
4. Purchase of a customer is independent of others





Expected Value & Variance of the Binomial 
Distribution

µ = np
σ2 = np (1-p)

In the previous example:
n = 5
p = 0.3
µ = np = 1.5
σ2 = np (1-p) = (5)(0.3) (0.7) = 1.05
σ = 1.02



The Poisson Probability Distribution
• A discrete Probability Distribution
• The RV describes the number of occurrences 

of an event over a specified interval of space 
or time

• Examples of possible RV’s: 
– Number of customers arriving at a bank in 

one hour period
– Number of defects in 1 km distance of 

pipeline
– Number of camels met in 10 km distance of 

the road to Riyadh



Poisson Distribution: Assumptions

• Two assumptions must hold for the 
Poisson Distribution to be use

1. The probability of occurrence of the event is 
the same for any two intervals of equal 
length

2. The occurrence of the event, in any interval, 
is independent of the occurrence in any 
other interval



Poisson Distribution
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Example: (problem 15)



Example: (problem 15)
a. f(x=3) in 5-minute interval

Average number of calls per 5 minutes = 4
f(3) = 43 e-4 / 3! = 0.1954

b. f(x=10) in 15-minute interval
Average number of calls per 10 minutes = 12
f(10) = 1210 e-12 / 10! = 0.1048

c. Average number of calls in 5 minutes = 4
d. f(x=0) in 3-minute interval

Average number of calls per 3 minutes = 2.4
f(0) = 2.40 e-2.4 / 0! = 0.0907



The Uniform Distribution

f(x)



The Uniform Distribution

f(x)



Determining Probabilities

• What is the probability that the class time 
will be 75 minutes?

• What is the probability class time will be 
between 74 to 76 minutes, less than 75?
– Measured by the area under the distribution 

curve between the points 74 and 76
– Probability (74≤ x ≤76) = 1/10 (76-74) = 0.2
– Probability (x ≤75) = 1/10 (75-70) = 0.5



The Normal Probability Distribution
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The Normal Probability Distribution

µ x

Shape 
symmetrical 

about the 
mean





The Normal Distribution

• Some handy rules of thumb:
Pr(µ-σ < x > µ+σ) ≈ 0.68
Pr(µ-2σ < x > µ+2σ) ≈ 0.95
Pr(µ-3σ < x > µ+3σ) ≈ 0.99







The Exponential Distribution

0,01)( / >≥= − µ
µ

µ xexf x   for

µ/

0

01)( xexxF −−=≤



The Exponential Distribution
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