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Good morning, everyone. Welcome back to Phys 608, Laser Spectroscopy.

I’'m Distinguished Professor Dr M A Gondal, and today, we’ll be delving into
a very practical and important section of our course, corresponding to

Chapter 1, section 9 of our materials.
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The central theme of our lecture today will be a comprehensive
"Comparison Between the Different Methods" of laser spectroscopy. As
experimental physicists, it's not enough to know that a multitude of
techniques exist. The true skill lies in understanding the strengths,
weaknesses, and underlying physical principles of each method, so that for
any given scientific problem, you can select the most appropriate and

powerful tool. That is our goal for today.
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So, let's begin with our motivation: Why should we compare these various

Doppler-limited laser spectroscopy techniques?

The primary goal of this section, and indeed a major goal for you as
developing researchers, is to be able to identify the MOST suitable
experimental method for a given scientific challenge. This choice depends
on several critical factors: the spectral region you're working in—are you in

the infrared, the visible, or the ultraviolet? It depends on the molecular



species you're studying—is it a stable molecule, a transient radical, an ion?
It depends on the sample conditions, such as the pressure range. And
finally, it depends on your objective: what is the desired sensitivity? Are you
trying to detect a trace gas at parts-per-billion levels, or are you trying to

precisely measure a fundamental molecular constant?

Now, | want to draw your attention to a key phrase on this slide: "Doppler-
limited" context. For this entire discussion, we are operating under the
assumption that the ultimate resolution of our measurement, the narrowest
spectral feature we can observe, is determined by the Doppler broadening
of the transition in our sample. As you recall, this broadening arises from
the thermal motion of the atoms or molecules. We are explicitly not
considering the more advanced, so-called "Doppler-free" techniques, such
as saturation spectroscopy or two-photon spectroscopy, which can achieve
even narrower, sub-megahertz linewidths. We will cover those fascinating
methods later in the course. For now, our universe is the world of Doppler-
limited spectroscopy, which encompasses a vast and powerful array of a

spectroscopist’s most common tools.
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To guide our comparison, we're going to address three key practical
guestions that every experimentalist must ask themselves when designing

an experiment.

First: Which detection channel will maximize my signal-to-noise ratio? The
"detection channel" is the physical manifestation of the light-matter

interaction that we choose to measure. Are we going to detect the re-



emitted photons from fluorescence? Are we going to detect ions created by
photoionization? Are we going to detect the heat deposited in the sample?
Or are we going to detect a change in an electrical current? The choice of
channel is arguably the most fundamental decision you will make, as it

dictates the very nature of your experiment and its ultimate performance.

Second: How do the various experimental parameters interplay with one
another? Specifically, we need to consider how the detector's own quantum
efficiency—that is, its intrinsic ability to register an event—interacts with the
collection geometry—how efficiently can we physically gather the signal
and direct it to the detector?—and the sample's own relaxation dynamics.
Relaxation dynamics refers to all the processes, like collisions or non-
radiative decay, that compete with the signal we want to measure.
Understanding this interplay is essential for optimizing any experiment. A
fantastic detector is useless if you can't collect any signal, and a strong

signal can be completely undermined by rapid quenching in the sample.

And third, a question of profound practical importance: What added
experimental complexity is acceptable? Do we need to introduce extra
lasers? Do we require high magnetic or electric fields? Do we need
sophisticated modulation electronics and lock-in amplifiers? There is
always a trade-off in physics between performance and complexity. The
simplest experiment that achieves the scientific goal is often the best, but
sometimes, achieving that goal demands a more complex, and therefore

more challenging, experimental setup.

We will keep these three questions in mind as we evaluate each technique.
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Ultimately, the outcome of our discussion today is to help you create a
mental "decision tree" that can guide you, as a researcher, in selecting the

best method for your specific problem.

On the screen, you see a flowchart that visualizes this decision-making
process. Let's walk through it together, as it provides a superb roadmap for

our lecture.

We begin at the top left, in the yellow box labeled "START: Sample &
Goals". The very first question we must ask is, "What is the sample's
phase?" Is it a condensed phase—a liquid or a solid—or is it a gas? The

spectroscopic techniques for these are often quite different.

Let's follow the "Gas" branch upwards. The next critical question is, "What
is the pressure regime?" Is the pressure low, less than about 1 Torr, where
the gas is essentially collision-free? Or is it high, greater than 1 Torr, where

collisions dominate the physics?

Suppose we're in the low-pressure, collision-free regime. The next question
becomes: "Does the excited state fluoresce efficiently?" This depends on
the quantum vyield, or QY. If the answer is "Yes," as in the case of many
electronic transitions, the path leads us directly to Laser-Induced
Fluorescence, or LIF. This is a high signal-to-noise, species-specific
technique, but it's very sensitive to collisional quenching, which is why it's a

good choice at low pressure.

What if the excited state does not fluoresce efficiently? Perhaps it
predissociates or has a low quantum vyield. The tree then asks: "Is efficient
multi-photon ionization possible?" If "Yes," we are led to Resonance-

Enhanced Multi-Photon lonization, or REMPI. This technique can have



extremely high sensitivity and offers mass selectivity, but it adds the

complexity of ion detection.

If neither fluorescence nor ionization are good options in the gas phase, we
move down the tree. Let's now consider the high-pressure, collisional
regime. Here, the question "Is acoustic detection feasible?" becomes
relevant. If yes, this leads to Photoacoustic Spectroscopy, or PAS, which
has zero background and works beautifully at high pressures because it

uses collisions to generate the signal.

If acoustic detection isn't the way to go, we ask another question: "Is
ultimate sensitivity the primary goal?" If yes, and we're willing to accept
some complexity, the path points to Cavity-Enhanced Methods like Cavity
Ring-Down Spectroscopy. If we prefer simplicity, we might choose a

simpler technique like Direct Absorption.

And notice the special case: "Is the sample in a plasma or discharge?" If

so, we have a unique option: Optogalvanic Spectroscopy, or OGS.

This flowchart is our guide. We will now go through each of these major
techniques, starting with Laser-Induced Fluorescence, and unpack the

physics that justifies its position in this decision tree.
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Alright, let's begin with our first major technique: Laser-Induced
Fluorescence Spectroscopy, often abbreviated as LIF. This corresponds to

the top-right box in our decision tree.



The working concept of LIF is beautifully simple and follows a three-step
process. First, we use a laser, tuned to a specific resonance, to make an
atom or molecule absorb a photon. This absorption promotes the species
from its ground state to a specific excited electronic state, which we can
label with the ket notation, \ket E k $\ket{E_\text{k}}$. Second, after some
characteristic time, the excited state relaxes. In LIF, we are interested in
the case where it relaxes by spontaneously emitting a photon. This is
fluorescence. Third, we detect that spontaneously emitted fluorescence
photon. The intensity of this detected light is directly proportional to the
population of the absorbing species, which is how we perform

spectroscopy.

So, where does this technique work best? The preferred spectral window
for LIF is the Visible and the Ultraviolet. Why? Because these regions of
the electromagnetic spectrum correspond to photon energies that match
the energy gaps of electronic transitions in atoms and molecules. As the
slide notes, these transitions have an energy difference, A E AE, on the

order of a few electron volts, or eV. If you recall the fundamental relation E
=hcANE = % a few eV of energy corresponds to wavelengths, A A, that

are less than or equal to about 700 nanometers. This firmly places us in the
visible and UV parts of the spectrum. In the infrared, where photon
energies are much lower, we are typically exciting vibrational transitions,

which, as we will see later, are not well-suited for fluorescence detection.
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Let's continue our discussion of Laser-Induced Fluorescence. A key reason
LIF is so effective for electronic transitions is that these excited states
typically have short natural lifetimes. On the slide, you see that the lifetime,

denoted as Tk 1y, is on the order of 1 to 100 nanoseconds.

Now, you'll remember from your quantum mechanics courses that the
lifetime is inversely related to the spontaneous emission rate, which is the
Einstein A- coefficient. So, a short lifetime implies a high spontaneous

emission rate. We can write this as

Aki=171Kk.

Ay = —.
ki Ty

A high rate of spontaneous emission is exactly what we want if we're trying
to detect fluorescence! The molecule doesn't wait around for long; it quickly

emits a photon that we can detect.

This brings us to one of the most important concepts in fluorescence
spectroscopy: the fluorescence quantum efficiency, or quantum vyield. This
is denoted by the Greek letter n k n,. The quantum efficiency is defined as

the fraction of excited molecules that actually decay by emitting a photon.
Look at the equation on the slide. It reads:

nk=lradlrad+lnr.

Frad

=7—77"
Frad + Fnr

*n k ne (n k n is the fluorescence quantum efficiency. It's a

dimensionless number between 0 and 1. * 'rad I,4 (Capital ' rad I},4)



Is the radiative decay rate. This is simply the Einstein A- coefficient, or one

over the natural lifetime, 1 1k Ti It represents the probability per unit time
k

that the molecule will decay by emitting a photon. * ' nr I, (Capital ' nr
I,;) is the \emph{non-radiative} decay rate. This term represents the sum of
all other possible decay channels that do \emph{not} produce a
fluorescence photon. These are the competing processes that can
"guench" the fluorescence. As the slide notes, this includes collision-

induced decay, predissociation, and internal conversion.

So, the equation is essentially a branching ratio: the rate of the desired
process (radiation) divided by the sum of the rates of all possible processes

(radiative plus non-radiative).

Now, consider the ideal case. When non-radiative channels are negligible,
which means we're at a very low pressure so there are no collisions, and
the molecule is photostable, then ' nr — 0 I, = 0. In this limit, the
equation simplifiesto N'rad /Il rad I,4/Iyaq, and the quantum efficiency,

N k nx, approaches 1. This is the perfect scenario for LIF.
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This leads us to a very important result. In these ideal cases, where the
quantum efficiency is near unity, every single photon that is absorbed by

our sample can, in principle, generate one fluorescence photon.

This means that Laser-Induced Fluorescence has an intrinsic signal gain of

order one.



Now, a "gain of order one" might not sound very impressive at first, but let's
think about what it means. It means that for every quantum of energy we
put into the system via an absorbed laser photon, we get one quantum of
signal out in the form of a fluorescence photon. There is no fundamental
loss in the signal generation step itself. We are essentially converting one
photon into another. This is in contrast to a technique like absorption
spectroscopy, where we are looking for a very small decrease in a very
large signal. In LIF, we are looking for the appearance of photons against a
nearly dark background. This "zero-background" nature, combined with the
one-to-one photon conversion, is what makes LIF an incredibly sensitive

technique under the right conditions.
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Alright, so we've established that in an ideal case, one absorbed photon
creates one fluorescence photon. But our job isn't done. We still have to
detect that photon. This brings us to the full fluorescence detection chain

and the various efficiencies that limit our final signal.

The central question is this: What is the total probability that ONE absorbed
photon in our sample ultimately produces ONE measurable photo- electron

in our detector?

This total probability, which we'll call n t ot n,: (eta sub total), is the
product of three separate efficiencies. The equation on the slide expresses

this clearly:
ntot=nkdnsens

Ntot = Mk § Nsens



Let's dissect each term in this critical equation.

* n k ny is the fluorescence quantum efficiency of the sample itself. We just
discussed this. It's the probability that the excited molecule produces a
fluorescence photon. Its value is between 0 and 1. * & § (the Greek letter
delta) is the geometric collection factor. Fluorescence is typically emitted
isotropically, meaning in all directions—over a full 4 1 4 steradians of
solid angle. Our detection system, consisting of lenses or mirrors, can only
capture a small fraction of this total emission. Delta represents this fraction.
It's the solid angle of our collection optics divided by 4 1 4x. Its value is
also between 0 and 1, and is often disappointingly small. * n s e n s ngens
(eta sub sens) is the quantum vyield, or quantum efficiency, of the sensor
itself. This is the probability that a photon, having been successfully
collected and arriving at the detector, will actually generate a
photo- electron and produce an electronic signal. This depends on the type
of detector, like a photomultiplier tube or a CCD camera, and the

wavelength of the light. Again, its value is between 0 and 1.

So, to get our final signal, our photon must survive all three of these
probabilistic hurdles. The molecule must fluoresce, we must catch the

photon, and the detector must see it.

Let's look at some typical numbers for experiments in the visible or UV

range to get a feel for how this plays out in the real world.

Paqge 10:

So, what are some typical, real-world values for these efficiencies?



First, the fluorescence quantum efficiency, n k n. As we discussed, for a
good fluorescing species at low pressure, we can be optimistic and say n k

Nk IS approximately 1. This is our starting point.

Second, the collection solid angle fraction, ® §. This is where we often take
a big hit. It is determined by practical things like the diameter of our
collection lens, how close we can get it to the sample (the working
distance), and the refractive index of any windows on our sample cell. A
typical, reasonably good collection system might gather a solid angle
fraction between 0.01 and 0.30. That means, even with a good setup, we
are immediately losing between 70% and 99% of our fluorescence photons

because they are simply emitted in directions we are not looking.

Third, the detector’'s quantum efficiency, n s e n s ng.,s. FOr a standard
photomultiplier tube, or PMT, or an intensified CCD camera, the efficiency
with which the photocathode converts an incoming photon into a
photoelectron typically ranges from 0.01 to 0.30, so 1% to 30%. This
efficiency is highly dependent on the photocathode material and the

wavelength of the light being detected.

Now, let’'s combine these values to find the total detection probability, nto
t Nt~ [T Wwe multiply our optimistic values together—Ilet's say nkncis 1, o
6 is 0.3, and n s en s n.ns IS 0.3—we get a total efficiency of about 0.09,
or about 10 - 1 107! If we take more pessimistic, but still realistic,
values—say 0 6 is 0.01 and n s e n s ngps IS 0.1—our total efficiency

plummets to 10 - 3 1073,

So, the sobering reality is that our total detection efficiency, nt ot nx,

typically lies somewhere in the range of 10 -3 1073 to 10 = 1 10~L. This



means that for every thousand photons absorbed by our sample, we might

only successfully detect between one and one hundred photo- electrons.

This is a very small signall And this explains why, for high-sensitivity LIF
experiments, we often employ photon-counting electronics. These systems,
which might use a discriminator and a Time-to-Amplitude Converter (TAC)
or a multichannel scaler, are designed to resolve and count individual
photo-electron events, distinguishing them from the detector’s intrinsic
dark-count rate, which, as the slide notes, can be less than 100 counts per
second for a good, cooled PMT. This allows us to detect even these
incredibly faint signals, enabling the detection of single absorbed photons

in the sample, despite the losses in the detection chain.
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This diagram provides an excellent visualization of the fluorescence

detection chain we've just been discussing. Let's walk through it.

On the left, we see the red line representing the "Excitation Laser Beam"
entering our sample, which is contained in a cuvette. Inside the cuvette, a

molecule absorbs a laser photon and is promoted to an excited state.

The orange dashed lines radiating outwards from the center illustrate the
process of "Isotropic Fluorescence." The excited molecule emits a photon,
but it does so in a random direction, over the full 4 1 47 steradians of solid
angle. This emission is the physical basis for our first efficiency factor, the

sample's intrinsic "Quantum Efficiency," labeled n k 7.

Now, notice the "Collection Lens" placed above the cuvette. It can only

intercept a fraction of the emitted light, defined by the solid angle Q 2. This



is the origin of our second efficiency factor, the "Geometric Collection," & &,
which is equal to Q 2 divided by 4 1 47. All the photons emitted outside of

this cone are lost forever.

The light that is successfully collected by the lens is then focused onto our
detector, which in this diagram is a Photomultiplier Tube, or PMT. The final
efficiency factor comes into play here: the "Sensor Efficiency," n sens
Nsens- 1HIS represents the probability that the PMT will convert an incident

photon into a measurable electronic pulse.

So, this schematic beautifully ties together the three probabilistic steps: the
emission ( n k ny), the collection ( & §), and the detection ( N sens 7Nggns)-
The text at the top reminds us that even with these losses, the technique is
so powerful that with photon counting electronics capable of handling dark
count rates below 100 s -1 100 s~1, we can achieve the remarkable feat
of detecting single absorbed photons within our sample. This is the

essence of high-sensitivity Laser-Induced Fluorescence spectroscopy.
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Now, let's move to a different branch of our decision tree and explore
another powerful technique: the excitation of Rydberg-like states followed
by ion detection. This method is often called Resonance-Enhanced Multi-
Photon lonization, or REMPI.

Here's the scenario. Instead of exciting a state that fluoresces efficiently,
we use a laser to promote a molecule or atom to a very high-lying bound

state. This state, which we can again label | E k ) |Ey), is energetically



located just below the ionization limit of the species, E i o n Ej,,. These

highly excited, weakly bound states are called Rydberg states.

The molecule is now in this precarious, high-energy state. It doesn't want to
stay there. What happens next is a second process that provides the final
push needed to kick the electron out completely, creating an ion pair—a

positive ion and a free electron.

This second step can happen in two primary ways. It can be caused by the
absorption of a second photon. This could be another photon from the
same laser beam or from a second, different laser. This is the
"photoionization" step in REMPI. Alternatively, if the pressure is high
enough, a collision with another particle could provide the energy needed

to ionize the excited molecule.

The key feature of this technique is that we are no longer detecting
photons. We are detecting the charged particle we created: the ion. And as
we'll see, the features of ion collection are what make this method so

extraordinarily sensitive.
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So, what are the features of ion collection that make ionization

spectroscopy so powerful?

First, we can achieve near-unity extraction efficiency with very modest D.C.
electric fields. We're talking about fields on the order of 100 Volts per
centimeter. If you create an ion inside such a field, you can guide it with
nearly 100% certainty to your detector. Compare this to the geometric

collection efficiency for fluorescence, & &, where we were thrilled to collect



even 10 or 20 percent of the signal. Here, we can collect almost all of it.

This is a massive advantage.

Second, there is practically no background signal. Think about it: in a
typical high-vacuum experiment, there are no free-floating, low-energy ions
just waiting to be detected. Unlike stray photons which can be a major
source of background in fluorescence experiments, few-eV ions simply
cannot pre-exist in the chamber without the laser being on to create them.
This means we are detecting our signal against a backdrop of almost

perfect darkness.

The consequence of these two factors—near-perfect collection efficiency
and near-zero background—is profound. lonization spectroscopy often
offers the HIGHEST sensitivity among all Doppler-limited methods. It is the
go-to technique for detecting minute quantities of a substance, provided
that a convenient two-step excitation and ionization pathway exists for the

species in question.

Of course, this supreme sensitivity comes at a cost, which is the
experimental overhead. What do we need? First, we need at least one

tunable laser, which is scanned to hit the initial resonance step.
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Continuing with the experimental overhead for ionization spectroscopy,
after the first tunable laser excites the resonant intermediate state, we need
a way to perform the ionization step. This often requires, as point number 2
states, either a second laser, which can be at a fixed wavelength or also

tunable, to provide the ionization photons. In some cases, if the laser



intensity is high enough, we can rely on absorbing two photons from the

same laser beam via a two-photon resonance.

Third, and this is a significant addition compared to a simple absorption
experiment, we need specialized equipment to handle the ions. This
includes ion optics—a set of electrostatic lenses to guide the ions—and an
ion detector, such as a channeltron or a microchannel plate, or MCP, which

can amplify the signal from a single ion into a measurable electronic pulse.

Now, this technique, for all its power, has limitations. It's not a universal
solution. One major limitation is that it's not applicable when the ionization
energy of the molecule is too high for the available photon energies. If you
can't get enough energy from one or two photons from your laser system to

actually kick the electron out, the technique simply won't work.

Another important limitation arises in experiments where the creation of
ions would actually disturb the sample you're trying to study. A classic
example is in precision lifetime studies of neutral atoms or molecules.
Creating a sea of charged particles in your sample volume would generate
stray electric fields, which could perturb the very energy levels you are
trying to measure precisely via the Stark effect. In such cases, a non-

invasive technique like fluorescence detection would be preferred.
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This slide provides a beautiful illustration of the Two-Step Resonant

lonization Spectroscopy process, broken down into two panels.



Let’s first look at the left panel, the “Energy Level Diagram.” At the bottom,

we have the ground state, labeled E g Eg. Our first laser, which is tunable

and provides photons of energy h v 1 hv,, is scanned until its energy
precisely matches the gap between the ground state and an intermediate,
high-lying state, E k E. This is the resonant step. This intermediate state is
labeled as a “Rydberg-like State,” sitting just below the “lonization Limit.”
Above this limit is the shaded “lonization Continuum,” representing the
state where the electron is free from the atom. The second step is
accomplished by a second photon, h v 2 hv,, which is often from a fixed-
frequency laser. This photon has enough energy to take the molecule from

state E k Ey up into the continuum, creating an ion.

Now, let’s turn to the right panel, the “lon Detection Scheme,” which shows
what happens physically. We see our atom, A A, in the interaction region
where the two laser beams, h v 1 hv; and h v 2 hv,, overlap. Upon
absorbing the two photons, an ion, A + A™, is created. This ion is born
between two parallel plates. The top plate is held at ground potential, GND,
while the bottom plate has a positive DC field applied to it. This electric field
accelerates the newly formed positive ion A + A upwards, as shown by
the dashed blue arrow, towards the “lon Detector.” This detector, which
could be an MCP or a Channeltron, then registers the arrival of the ion and
generates an electrical signal. This schematic perfectly illustrates the high
collection efficiency we talked about; the electric field ensures that any ion

created in the volume is efficiently directed towards the detector.
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Now, let's shift gears and consider a different region of the electromagnetic
spectrum. Let's move from the UV and Visible to the Infrared, or IR. As we
do this, we need to ask a crucial question: Why does fluorescence, which
was so powerful for electronic transitions, become largely inefficient and

ineffective in the IR?

The fundamental reason is that infrared photons have much less energy
than UV or visible photons. When a molecule absorbs an IR photon, it
typically doesn't have enough energy to excite an electron to a higher

electronic state. Instead, it excites the molecule to a higher vibrational level.

These vibrationally excited states behave very differently from electronically
excited states. First, as the slide notes, their lifetimes, 1 v 1,, are incredibly
long. We are talking about 10 - 4 107* to 10 - 2 10~2? seconds—that's
tenths of a millisecond to tens of milliseconds. This is a million to a billion

times longer than the nanosecond lifetimes of electronic states!

Why are the lifetimes so long? It's because the transitions are governed by
the molecule's electric-dipole moment, and the vibrational transition dipole
moments are generally much weaker than electronic transition moments.
This weakness translates directly into very small Einstein A A-coefficients
for spontaneous emission. While an electronic transition might have an A
A-coefficient of 10 8 s — 1 108 s™1, a vibrational transition might have one
of £100s -1 <100s~ L. The probability of spontaneous emission is just

drastically lower.

This long lifetime and low emission probability have two severe, detrimental
consequences for trying to use fluorescence as a detection method in the

infrared.
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So, what are these two detrimental consequences of long vibrational

lifetimes that kill fluorescence in the infrared?

First, at low pressures, where molecules travel long distances between
collisions, the excited molecules will simply diffuse OUT of the detector’s
field of view long before they have a chance to radiate. Remember, the
lifetime can be on the order of milliseconds. In that time, a room-
temperature molecule can travel several centimeters. It's very likely to
leave the small volume that your collection lens is focused on before it
emits its photon. So, you create the excitation, but the molecule carries it

away before you can see it.

Second, let’s consider the opposite case: higher pressures. Now, collisions
are frequent. That long millisecond lifetime gives other molecules plenty of
time to collide with our excited molecule. In these collisions, the vibrational
energy is very efficiently transferred into translational energy—that is, heat.
This is called radiationless relaxation, through processes like V-T
(vibration-to-translation) or V-V (vibration-to-vibration) energy transfer. The
collision “quenches” the excited state, robbing it of its energy before it can

fluoresce.

The end result is the same in both cases. The effective fluorescence yield,
n k ng, becomes very, very much less than one. The non-radiative decay

rate, I nr [, completely dominates the radiative rate, ' rad I;.,4.



This means that our workhorse technique from the visible/UV, excitation
spectroscopy via fluorescence detection, completely loses its sensitivity in
the infrared.

This is a critical branch in our decision tree. If we are in the IR, we need an
alternative transduction mechanism. We need a way to convert the
deposited laser energy, which now primarily ends up as heat due to
collisions, into some other, easier-to-measure signal. And the slide gives us

a hint: perhaps we can detect this energy as sound or as heat directly.

Page 18:

So, we've established that in the infrared, especially at higher pressures,
the energy we deposit in the sample via laser absorption is efficiently

converted into heat through collisional relaxation.

If we can't detect the fluorescence photons, what can we detect? The next
technique we will discuss does something truly clever: it takes this

deposited heat and turns it into a measurable acoustic wave, or sound.
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This brings us to Photo-Acoustic Spectroscopy, or PAS. This technique is
the perfect solution for situations where collisional quenching is not a

problem, but rather the very basis of the signal generation mechanism.

The fundamental idea is as follows. We begin with a laser whose intensity
Is modulated, meaning it's being turned on and off periodically. This is often

done with a mechanical chopper or by modulating the laser's power supply.



When this modulated laser beam passes through our gas sample and is
absorbed, it leads to periodic heating of the gas, synchronized with the
laser modulation. This is due to the efficient non-radiative decay we just
discussed. This periodic heating, in turn, creates a periodic expansion and
contraction of the gas in the laser path, launching a pressure wave. And a
propagating pressure wave is, by definition, sound. We have literally turned

light into sound.

The next step, of course, is to detect this sound. The acoustic wave is
detected by a very sensitive microphone or a piezoelectric sensor. To
enhance the signal, the sensor is typically placed inside a resonant
acoustic cell. This cell is designed so that the laser modulation frequency
matches one of the cell's acoustic resonance frequencies, typically in the
range of 100 Hertz to 10 kiloHertz. This creates a standing acoustic wave
in the cell, greatly amplifying the pressure variations at the microphone's
location.

And crucially, the amplitude of the resulting signal is proportional to several

key experimental parameters.
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Let's examine what the Photo-Acoustic, or PAS, signal amplitude is

proportional to. The slide shows a proportionality relation:

SPAxaPlaseryQcellVcell.

chll
SPA X a Plaser )4 .

Vcell



- S P A Sp, Is our measured photoacoustic signal. - a a is the absorption
coefficient of the gas sample at the laser wavelength. This makes perfect
sense: the more light is absorbed, the more heating we get, and the louder
the sound. Our signal is directly proportional to the quantity we want to
measure. - P | a s e r P, IS the incident laser power. Again, this is
intuitive. A more powerful laser will deposit more energy per unit time,
resulting in a stronger signal. - y y is the ratio of specific heats of the gas.
This term arises from the thermodynamics of converting heat into a
pressure wave. - And finally, the term in parentheses, Qcell/Vcell
Qcen/Veen represents the acoustic resonance gain of the cell. Qcell Qg
is the quality factor of the acoustic resonance—a high Q-factor means a
very sharp and strong resonance, which greatly amplifies the signal. Vcel
| V.o is the volume of the cell. A smaller volume concentrates the acoustic

energy, also boosting the signal.

Now, looking at these dependencies, when is this technique optimal? It is
ideal for higher pressures, in the range of roughly 100 to 1000 millibar, or

about a tenth of an atmosphere to one full atmosphere.

Why? Because this is the regime where collisional de-excitation is
extremely efficient. The collisions are what turn the absorbed photon
energy into heat, which is the very first step in generating the signal. In this
sense, PAS is the "anti-fluorescence" technique; it thrives under the exact

conditions where fluorescence fails.
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Given its strengths, what are the primary applications of Photo-Acoustic

Spectroscopy?

One of its most important uses is in trace-gas analysis. PAS is capable of
detecting pollutants and other species at extremely low concentrations. For
example, it can achieve parts-per-billion, or ppb, detection of molecules like
nitrogen dioxide ( N O 2 NO,), methane ( C H 4 CH,), or carbon monoxide (
C O CO). This makes it invaluable for environmental monitoring, industrial

process control, and medical breath analysis.

A major practical advantage of PAS is that it has no requirement for
expensive, high-quantum-efficiency optical detectors like PMTs or cooled
semiconductor detectors. The detector is simply a high-quality, sensitive
microphone. The performance of a microphone is often characterized by its
Noise Equivalent Power, or NEP. For a good microphone, the NEP is on
the order of 10 - 12 W / H z 10~'2W/+/Hz. This means it can detect
incredibly small amounts of deposited power, which translates directly into
very high sensitivity for detecting absorbing gases. This combination of
high sensitivity and relatively simple, inexpensive detection hardware

makes PAS a very attractive technique for many real-world applications.
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This slide shows a fantastic schematic of a Photo-Acoustic Spectroscopy

resonant cell, which helps us visualize the entire process.

Let's start from the left. A "Modulated IR Laser Beam" enters the cell

through an "IR Window." The cell itself is a cylinder, labeled as the



"Acoustic Resonator." The laser beam travels down the central axis of the

cylinder.

Inside the cell is the gas sample. As the modulated laser passes through,
the gas molecules that are resonant with the laser frequency absorb the
light. This absorption leads to periodic heating, which generates a
"Standing Acoustic Wave." This wave is depicted by the shaded red region,
which has its maximum amplitude, or antinode, in the center of the cell and

nodes at the ends.

At the very top of the cell, positioned precisely at the pressure antinode to
maximize the signal, is the "Microphone.”" This microphone detects the

pressure oscillations of the standing wave.

The cell also has a "Gas Inlet" and a "Gas Outlet" to allow the sample gas

to flow through the system.
Finally, the process is summarized beautifully at the bottom of the slide.

- Step 1: Modulated laser absorption. - This leads to Step 2: Periodic
heating. - Which, in turn, leads to Step 3: A pressure wave, or sound, which

is detected.

This diagram perfectly encapsulates how PAS turns light into a detectable

sound signal.
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Let's consider a practical example of Photo-Acoustic Spectroscopy in
action: automotive exhaust monitoring. This is a challenging application

that perfectly highlights the strengths of PAS.



The target molecules in exhaust are a complex mixture, including carbon
monoxide (CO), nitric oxide (NO), nitrogen dioxide (NO, ), and various

unburned hydrocarbons.

To detect these molecules, one would use Mid-Infrared lasers, as these
species have strong fundamental vibrational absorption bands in that
region. Suitable laser sources include lead-salt diode lasers or, more
commonly today, quantum-cascade lasers (QCLs). The output of the laser
iIs chopped, or modulated, at a frequency that matches an acoustic

resonance of the PAS cell, maximizing the signal.

The performance of such systems is truly impressive. Typical demonstrated
sensitivities include the detection of 1 part-per-billion of NO, with just a 1-

second integration time.

To put this in terms of fundamental physics, this corresponds to a minimum
detectable absorption coefficient of 5 x 10 =10 cm -1 5x 10" cm™L
This is an incredibly small absorption, a testament to the sensitivity of the

technique.
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Continuing with our automotive exhaust example, PAS has another crucial
advantage in this type of messy, real-world environment. It is incredibly

robust against scattering from particulates.

Automotive exhaust is not a clean gas; it contains soot and other small
particles. In a traditional absorption experiment, these particles would
scatter the laser light, causing a drop in transmitted power that could be

mistaken for absorption, leading to a false signal.



However, in PAS, the signal arises ONLY from true absorption that leads to
heating of the gas phase. Light that is simply scattered by a particle does
not contribute to the periodic heating of the gas and therefore does not
generate an acoustic signal. This makes PAS "blind" to scattering, which is

a massive advantage for analyzing dirty samples.

Because of this robustness and high sensitivity, portable PAS instruments
are now widely deployed for on-site emission certification of vehicles and
industrial facilities, providing rapid and reliable measurements right at the

source.
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Now, let's shift our focus to another very important absorption-based
technique: Wavelength-Modulated Absorption Spectroscopy, or WMAS. As
we saw in our decision tree, this can be a strong competitor to PAS,

especially in certain regimes.

The principle of WMAS is quite different from the amplitude modulation
used in PAS. Here, we don't chop the laser's intensity. Instead, we
modulate, or "dither,” the frequency of the laser. We sinusoidally vary the

laser's frequency right around the center of an absorption line.

The equation on the slide describes this mathematically:

v (t) = vy + Avsin(2rfi,t)



Here, v 0 v, is the average frequency of the laser, which we scan across
the absorption feature. f m f,, is the modulation frequency, and A v 4v is

the depth of the frequency modulation.

A key condition for WMAS is that this modulation depth, A v Av, must be
much smaller than the width of the absorption line, which is typically the
Doppler width. We are only probing the shape of the line over a very small

frequency range.

So what happens? As the laser frequency dithers back and forth across the
absorption profile, the transmitted power, P T (t) Py(t), which is detected
by a photodiode, will vary in response. This variation in the transmitted

power will contain harmonics of the modulation frequency, fm f,.

The real magic of WMAS is what we find when we use a lock-in amplifier to
detect the signal at the first harmonic, 1f 1 f. The amplitude of this 1f1f
signal turns out to be proportional to the first derivative of the absorption
profile. A derivative signal is zero far from the line, goes positive on one
side, negative on the other, and passes through zero exactly at the line
center. This provides a background-free signal. We are no longer looking
for a tiny dip in a large DC signal, but rather for a characteristic derivative
shape that only appears when there is absorption. This is what enables the

detection of very small absorption coefficients, a a.
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So when might we choose Wavelength Modulation Spectroscopy over

Photoacoustic Spectroscopy?



For pure gases at low pressure, where collisions are weak, WMAS can

often outperform PAS. There are two main reasons for this.

First, the detection noise floor in WMAS is set by the fundamental shot-
noise of the photodiode used to detect the transmitted laser light. The shot-
noise is proportional to the square root of the total detected power, P T Pr.
For a stable laser and a good detector, this noise floor can be extremely
low, allowing for the detection of very small modulations caused by
absorption. In PAS, at low pressure, the signal itself becomes weak

because it relies on collisions, so its signal-to-noise ratio suffers.

Second, WMAS does not rely on a specific acoustic resonance of a cell.
This means the measurement can be made over a much wider bandwidth.
You are free to choose a modulation frequency that is optimal for your laser
and electronics, perhaps moving to high frequencies where laser noise is
lower. In contrast, PAS is locked into the specific, often narrow, acoustic

resonances of its cell.

Of course, WMAS has its own requirements. It requires a laser whose
frequency can be stably and rapidly modulated. Diode lasers are perfect for
this, as their frequency can be modulated via their injection current. It also
requires a lock-in amplifier to perform the phase-sensitive detection at the

modulation frequency, which adds a layer of electronic complexity.
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This diagram beautifully illustrates the principle of Wavelength Modulation

Spectroscopy.



Let's focus on the large graph first. The horizontal axis is the Frequency
Detuning, which is the laser frequency v v minus the line center frequency

v 0 vy. The vertical axis is the Normalized Signal.

The broad blue curve is the "Absorption Profile," which is proportional to
the absorption coefficient, a a. This is the familiar Gaussian or Lorentzian

lineshape we would measure in a direct absorption experiment.

At the top of the peak, you see a green double-arrow indicating the laser
small-amplitude dithering of the laser frequency back and forth around the

line center.

Now, the red curve is the key to understanding WMAS. This is the "1f
Signal,” which is what a lock-in amplifier locked to the modulation
frequency would output. Notice its shape. It is exactly the first derivative of
the blue absorption profile. It is proportional to d ad v da/dv. This signal is
zero far from the line, rises to a positive peak, crosses zero exactly at the

line center, falls to a negative peak, and then returns to zero.

The small inset box in the top right, labeled "Lock-in Output (1f)," shows
this characteristic derivative or "dispersive" lineshape again. This is the
signature of a WMAS signal. Measuring this background-free shape allows
for far greater sensitivity than trying to measure the tiny dip in the blue

curve directly.
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Let's now consider a very special experimental environment: a molecular

beam. This leads us to another technique, Optothermal Spectroscopy.

The primary application for this technique is infrared spectroscopy of cold,
collision-free samples. These samples are typically prepared inside a

supersonic or effusive molecular beam propagating in a vacuum chamber.

Now, think about our decision tree. We are in the infrared, so fluorescence
Is out. We are in a collision-free environment (a vacuum), so Photo-
Acoustic Spectroscopy is also out, as there are no collisions to generate
the sound wave. We have to find another way to detect the energy

deposited by the IR laser.

Optothermal spectroscopy does this by detecting the temperature increase
caused by the absorbed energy. When a molecule in the beam absorbs an
IR photon, it gets vibrationally excited. This molecule then travels along
with the beam and eventually strikes a detector. If the molecule can
transfer its internal vibrational energy to the detector upon impact, it will

cause a tiny increase in the detector's temperature.

This temperature change can be detected in two main ways. One is to use
a secondary probe laser to detect the thermal lensing or refractive index
change in the medium near the detector. A more common method is to use
a bolometric sensor. A bolometer is essentially an ultra-sensitive
thermometer, often a cryogenically cooled semiconductor, whose
resistance changes dramatically with a small change in temperature. The
signal is the small temperature rise of the bolometer caused by the stream

of vibrationally excited molecules hitting it.
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What are the strengths of this specialized Optothermal Spectroscopy

technique?

First, and this defines its niche, it works precisely when fluorescence is
absent and collisions are scarce. This fills the gap in our toolkit for IR
spectroscopy in the low-pressure or beam vacuum regime, where the
pressure p < 10 — 4 p < 10~* millibar. This is the regime where both LIF
and PAS fail.

Second, it is perfectly compatible with supersonic molecular beams. One of
the great advantages of using a supersonic expansion is that it produces
significant rotational cooling of the molecules, often to just a few Kelvin.
This collapses the complex forest of rotational lines found in a room-
temperature spectrum into just a few strong, well-resolved transitions. This
spectral simplification is a massive benefit for high-resolution spectroscopy,
and optothermal detection is one of the few ways to perform IR

spectroscopy under these desirable conditions.

Third, the detection sensitivity is limited mainly by the fundamental thermal
noise of the detector itself—specifically, the thermal conduction noise of the
substrate sensor or bolometer. With careful cryogenic design, these
detectors can be made extraordinarily sensitive, allowing for the detection

of very weak IR absorption signals from the molecules in the beam.
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We've now considered samples that are neutral gases, both at high and

low pressures, and even in molecular beams.

Let's turn our attention to another unique state of matter that is of great
interest in many areas of physics and chemistry: a plasma. If our sample is
in a plasma or discharge, we have access to a new set of powerful
spectroscopic tools that rely on detecting changes in the electrical
properties of the sample itself.

Page 31: Slide 10: Optogalvanic

Spectroscopy

This brings us to Slide 10: Optogalvanic Spectroscopy, where we use the
discharge current itself as our signal.

The sample in this case is not a neutral gas in a cell, but rather the atoms
and ions that exist inside a glow discharge or a hollow-cathode lamp.
These environments are rich in excited states, radicals, and ions that are

difficult or impossible to produce otherwise.

The principle of Optogalvanic Spectroscopy, or OGS, is fascinating. We
shine a laser, tuned to a resonance of one of the species in the discharge,
through the plasma. The resonant absorption of laser light alters the
population distribution among the various energy levels of that species.
This change in population, in turn, changes the overall conductivity or
lonization balance of the entire plasma. For example, if the laser excites an

atom to a state that is more easily ionized by collisions with electrons, the



total number of charge carriers (ions and electrons) in the plasma will

increase.

This change in the plasma’s electrical properties modulates the total

discharge current, | g I4, that flows through it. By measuring this small

change in current, which is synchronized with our laser absorption, we can

obtain a spectrum. We are using the entire plasma as our detector.

And one of the most appealing aspects of OGS is its experimental

simplicity.
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Let's look at the features that make Optogalvanic Spectroscopy so

attractive.

First, as | mentioned, is its remarkable experimental simplicity. To detect
the signal, all you need is an ammeter to measure the discharge current
and a bias supply to run the discharge itself. You do not need any optical
detector—no PMT, no photodiode, no spectrometer. This can dramatically

simplify the experimental setup.

Second, OGS works over a very wide spectral range, from the UV all the
way to the IR. As long as you can generate the species of interest in your
discharge, and you have a laser that can reach one of its transitions, you

can perform optogalvanic spectroscopy.

Third, its sensitivity can be surprisingly high. In cases where the discharge

noise is low and collisional relaxation processes efficiently channel the



absorbed energy into pathways that change the ionization balance, the

sensitivity of OGS can rival that of Laser-Induced Fluorescence.

Finally, OGS naturally complements fluorescence spectroscopy. In a
plasma, you often have both neutral atoms and their corresponding ions
present simultaneously. OGS is sensitive to changes in the populations of
both ions and neutrals, because both can affect the overall plasma
impedance. This allows you to probe multiple species in the plasma with a
single detection scheme, providing a more complete picture of the plasma

chemistry.
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Now we come to a brilliant and elegant variation on spectroscopy in
discharges: Velocity-Modulation Spectroscopy, or VMS. This technique
provides a powerful way to achieve something very difficult: discriminating

the spectral signatures of ions from those of neutral species.

Here's how it works. We start with a discharge tube, just as in OGS. But

now, we apply an oscillating, or AC, electric field along the axis of the tube.

E(t) = Eysin(2mft)

What is the effect of this field? The ions in the plasma, being charged, will
be accelerated by the field. They will acquire an oscillatory drift velocity, v
d (t) vyq(t), moving back and forth along the tube axis in sync with the AC

field. The neutral atoms and molecules, however, are much heavier and



are electrically neutral, so their motion is, on average, unaffected by the AC

field. They just continue their random thermal motion.

This difference in motion is the key. Because the ions are moving, their
absorption lines will experience a Doppler shift. And because their velocity

Is oscillating, the Doppler shift will also oscillate.
The shiftis givenby Av(t)=vd(t)cvO

v (e) = v4(t)

Vo

. This means the absorption lines of the ions are modulated in frequency,

while the absorption lines of the neutrals remain stationary.

The final step is to use lock-in detection. We send a probe laser through
the discharge and detect the transmitted intensity with a lock-in amplifier
referenced to the AC field frequency, f f. The lock-in will only pick up
signals that are modulated at frequency f f. Since only the ion signals are
modulated due to the oscillating Doppler shift, this technique completely
isolates the ion spectrum from the much stronger and more congested
spectrum of the neutral species.
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The ability of Velocity-Modulation Spectroscopy to separate ion signals

from neutral signals is absolutely crucial in many research areas.

Imagine you are studying a complex chemical mixture, like the plasma
chemistry in an astrophysical environment or in a semiconductor

processing chamber. The spectrum is often a dense forest of lines, with the



absorption features from abundant neutral species completely
overwhelming the weak signals from the trace ions you are interested in.
VMS acts like a filter, making the neutral spectrum disappear and allowing

the ion spectrum to be observed with a clean background.

There is, however, a practical consideration. The technique works best for
a suitable mass range, typically small to medium-sized ions. This is
because the drift velocity an ion acquires depends on its mobility, which is
inversely related to its mass and the collisional drag it experiences. For a
given electric field E E, heavier ions will acquire a smaller drift velocity. A
smaller velocity means a smaller Doppler shift, which in turn leads to a
smaller VMS signal. So, while it is a phenomenal technique, its efficiency

can decrease for very heavy molecular ions.
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This diagram provides an excellent visual summary of Velocity-Modulation

Spectroscopy.

At the very top, we see a schematic of the "Glow Discharge Tube." A
"Probe Laser" with frequency v v passes through it. An "Oscillating Electric
Field," E (t) E(t), is applied along the tube, causing the ions to oscillate

back and forth with a velocity v d (t) vy(t).

The middle graph, labeled "Absorption," shows what this does to the
spectrum. The "Neutral (Stationary)" species has a standard absorption
profile centered at frequency v 0 vy, shown in gray. The ions, however, are
sometimes moving towards the laser (blue-shifted) and sometimes moving

away (red-shifted). Their absorption profile effectively sweeps back and



forth in frequency, as indicated by the blue and red curves. The total

modulation range is A v A4v.

The bottom graph, labeled "Signal (1f)", shows the output of the lock-in
amplifier. Since the neutral absorption is stationary, the lock-in rejects it
completely, producing a zero signal. The modulated ion absorption,
however, produces a characteristic first-derivative-like signal, which is zero

at the un-shifted line center, v 0 v,.

The key takeaway is written at the bottom right: The "lon signal has a
characteristic derivative shape,” while the "Neutral signal is rejected.” This

is the power of VMS for unambiguous ion spectroscopy.
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Let's now turn to another fascinating class of techniques: Laser Magnetic
Resonance, or LMR, and its counterpart, Stark Spectroscopy. The central
idea here is to turn the usual paradigm of spectroscopy on its head. Instead
of tuning the frequency of the laser to match a fixed molecular transition,
we use a fixed-frequency laser and tune the molecular transition into

resonance with the laser by applying an external field.

As the name suggests, LMR uses a magnetic field to tune the energy
levels, while Stark Spectroscopy uses an electric field. The physics is

analogous in both cases.

So, the core idea is to sweep an external magnetic field, B B, or an electric
field, E E. This field interacts with the magnetic or electric dipole moments

of the molecule, causing the energy levels to shift. This is the Zeeman



effect for magnetic fields and the Stark effect for electric fields. As we
sweep the field, the frequency of a particular transition will change. We
record a signal when the shifted transition frequency crosses the fixed

frequency of our laser line.

Let's consider a specific example to see how this works. For a Zeeman
effect that is dominated by the electron spin—as is the case for many open-
shell radical species—the tuning rate is determined by the interaction of the

spin's magnetic moment with the B B field.
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The frequency shift for a Zeeman-tuned transition is given by the equation

on the slide:
AvZ=guBBh

B
Avy = gus

Let's break this down:

* A v Z Avy is the frequency shift due to the Zeeman effect. * g g is the g-
factor, a dimensionless quantity that characterizes the magnetic moment of
the state. For a free electron, g g is approximately 2. * y B ug (mu sub B)
Is the Bohr magneton, a fundamental constant of nature with a value of
9.27 x 10 — 24 9.27 x 10~2* Joules per Tesla. It sets the scale for magnetic
interactions. * B B is the strength of the applied magnetic field. * h h is

Planck's constant.



This equation tells us that the frequency shift is directly proportional to the

applied magnetic field.

Now, which species is this technique good for? It requires the species to
have a large magnetic moment (for LMR) or a large electric dipole moment
(for Stark spectroscopy). This means the technique is primarily used to
study open-shell radicals, which have an unpaired electron spin and thus a
large magnetic moment. They are often found in electronic states with term

symbols like capital Sigma or capital Pi.

What are the advantages of this approach? First, it allows for the direct
measurement of g-factors, or the parameters that describe the Stark effect.
These are not just numbers; they provide profound insight into the angular-
momentum coupling scheme within the molecule. It's a very powerful tool

for probing the detailed quantum structure of molecules.
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A second, and very significant, advantage of field-tuning methods like LMR

and Stark spectroscopy relates to measurement precision.

With these techniques, the absolute frequency uncertainty of a measured
transition is no longer limited by the calibration and stability of your tunable
laser. Instead, it is reduced to the calibration error of your laser and your
field. Since the laser frequency is fixed, it can often be locked to a primary
frequency standard or measured with extreme accuracy using a frequency
comb. This means the dominant source of uncertainty becomes the
measurement and calibration of the magnetic or electric field, which can

also be done very precisely.



The result is that these techniques can often achieve absolute frequency
measurements with uncertainties of less than 1 megahertz. This represents
a very high level of precision and is a key reason why LMR and Stark
spectroscopy are so valuable for determining fundamental molecular

properties and testing theoretical models.
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So, how does the sensitivity of LMR and Stark spectroscopy compare with

other methods?

The sensitivity can be excellent. The reason for this is that field-tuning
avoids the need for broad frequency scans. Instead of rapidly sweeping a
laser over many gigahertz, you can slowly and carefully sweep a magnetic
or electric field. This allows for a very high dwell time on resonance. You
can sit at the peak of the signal for a long time and average out noise very

effectively. This leads to excellent signal-to-noise ratios.

The actual detection channel used in an LMR or Stark experiment is
typically identical to that of an ordinary absorption or fluorescence
experiment. You are still looking for a change in transmitted laser power or
for fluorescence photons. Therefore, the ultimate sensitivity is limited by the
same fundamental noise sources, such as detector shot-noise. Because
you can average for so long on resonance, you can often approach this

shot-noise limit very closely.

So, in terms of pure sensitivity, these methods are highly competitive.
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However, the unique value of LMR and Stark spectroscopy often comes
not from just their sensitivity, but from their remarkable INFORMATION
CONTENT.

When you perform an LMR experiment, you are not just measuring a single
line center. The magnetic field splits a single rotational transition into
multiple Zeeman components. By resolving these components and
measuring their field-dependent positions, you can extract detailed
information about the fine-structure and hyperfine-structure constants of the
molecule. You are learning about the intricate interactions between the
various angular momenta—electron spin, orbital angular momentum, and

nuclear spins. This goes far beyond simply identifying a transition.

Of course, this powerful capability comes with experimental constraints.
You need highly stable and homogeneous magnetic coils, capable of
producing strong fields, often with a stability of + 10 — 5 +107°, or better.
For Stark spectroscopy, you need parallel plates that can sustain kilovolt-

level voltages without discharging.

Furthermore, any inhomogeneity in the field across the sample volume will
cause the lines to broaden, degrading resolution. To combat this, it's often
desirable to have the laser beam pass through the most homogeneous part
of the field. Using optical cavities can help by reducing the laser beam

diameter, ensuring that all molecules interact with a more uniform field.
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Let's now move to a family of techniques designed for one primary

purpose: achieving the absolute highest sensitivity in absorption



spectroscopy by dramatically boosting the effective path length of the
measurement. This brings us to Intracavity Absorption and its modern

descendant, Cavity Ring-Down Spectroscopy.

The intracavity concept is simple but powerful. Instead of placing your
absorbing sample outside the laser, you place it INSIDE the laser resonator

itself.

Why would you do this? The light inside a laser cavity bounces back and
forth between the mirrors many, many times before it escapes through the
output coupler. By placing the absorber inside, the light passes through it
on every single round trip. This leads to a huge amplification of the effective

path length over which absorption can occur.

The equation on the slide gives an approximation for this effective path
length, L e ff Lgg:

Leff=2LcavT+LIlIoss

. 2 Lcav
Lett ~ 71
loss

Let's unpack the terms: * L e f f L is the effective absorption path length.
* L cavVv Lgy IS the physical length of the laser cavity. The factor of 2 is
there because the light makes a round trip. * T T is the transmission of the
laser's output coupler mirror. This is the fraction of light that escapes on
each bounce to form the useful laser beam. * L 1o s s L;,s represents all
other round-trip losses in the cavity, such as scattering or absorption by the

mirrors themselves.

This equation tells us something profound.
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Looking at the equation for the effective path length, L e ff L.g, we can
see that to make it as large as possible, we need to minimize the
denominator, T+ LI10ss T+ L. We can do this by using mirrors with
extremely low loss and, crucially, an output coupler with very low

transmission, T T.

If we use high-reflectivity mirrors, where T T is very small (say, 0.001 or
less), the L e f f Ly can become enormous. It's possible to achieve
effective path lengths in the range of kilometers, even with a physical cavity

that is only a meter long.

According to Beer's Law, the absorption signal is proportional to the
product of the absorption coefficient, a a, and the path length. By making
the path length gigantic, we can dramatically increase our sensitivity,
allowing for the measurement of extremely small absorption coefficients, a

a, often lessthan 10 -8 108 cm™ 1.

This principle is harnessed in a more robust and quantitative way by a

technique called Cavity Ring-Down Spectroscopy, or CRDS.

In CRDS, instead of putting the absorber inside a running laser, we use a
separate, high-finesse optical cavity made of two highly reflective mirrors.

The process is as follows:

First, we inject a short laser pulse into the cavity. This pulse gets trapped,
bouncing back and forth between the mirrors. On each bounce, a tiny

fraction of the light leaks out through one of the mirrors.



Second, we use a fast detector to record the intensity of this leakage light.
We observe a beautiful exponential decay of the light intensity, described

by the equation
[(t)=Inaughte-t/T.
I(t) = Inaughte_t/r-

Here, 71t is the “ring-down time,” which is the characteristic time it takes for

the light to decay in the cavity.

Now, what happens if we put an absorbing gas inside the cavity? The
absorber introduces an additional loss mechanism. The light loses energy
not only by leaking through the mirrors but also by being absorbed by the
gas. This additional loss causes the light to decay faster, which means the

ring-down time, T 7, becomes shorter.

The key quantitative relationship is given by the final equation on the slide.

The change in the inverse of the ring-down time,

A(11t)=can.
ca
A1/T) = —.
n

Here, c c is the speed of light, a a is the absorption coefficient we want to

measure, and n n is the refractive index of the gas.
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So, the CRDS measurement boils down to measuring a time constant, 1 7.

We measure the ring-down time with the cavity empty, let's call it T empty



Tempty: anNd then we measure it with the absorbing sample inside, 1 with

Twith- 1he absorption coefficient a a can then be calculated directly from

the difference between these two measurements.

This brings us to a major advantage of CRDS. The measurement is self-
referenced against the empty cavity. More importantly, it is immune to laser
intensity noise and fluctuations. Whether you inject a strong pulse or a
weak pulse into the cavity, the decay time constant, T 7, remains the same.
It only depends on the total losses within the cavity. This makes CRDS an
incredibly robust and sensitive technique, as it gets rid of one of the major
noise sources in conventional absorption spectroscopy. By measuring a
rate of decay rather than an absolute intensity, it achieves exquisite

sensitivity.
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Let's now make a comparison that is crucial for many applications,
especially in the infrared: Fourier Transform, or FT, Infrared Spectroscopy

versus Tunable Laser Spectroscopy.

First, let's consider the strengths of FT spectroscopy, which is a workhorse
technique in many chemistry and physics labs. The first great strength is its
ability to simultaneously acquire a WIDE spectral band. An FT
spectrometer, based on a Michelson interferometer, measures an
interferogram that contains information about all frequencies in the source's
bandwidth at once. This is known as the multiplex, or Fellgett, advantage.
Instead of scanning one frequency at a time, you get everything at once.

The second strength is rapid data collection. Because of this multiplex



advantage, a complete, broad spectrum can often be recorded in a matter

of seconds.

However, FT spectroscopy has a fundamental limitation, and that is its
resolution. The spectral resolution of an FT spectrometer is fundamentally
set by the maximum optical path difference, & max 6,4, that can be

achieved by moving the mirror in the interferometer.
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The relationship between the resolution of an FT spectrometer and the

maximum path difference is given by the equation:

AvFT=120 max

1
2 6max

Avpr =

Here, A v F T Avg;y is the resolution in wavenumbers, or inverse
centimeters. Let's plug in a typical number to get a feel for the scale. A
high-end research-grade FT spectrometer might have a maximum path
difference, & max 6., Of about 1 meter. Plugging this into the equation,

we find that the resolution, Av 4v,is 0.5 ¢cm-10.5cm™ 1.

Now, 0.5 c¢m -1 0.5cm™! might sound small, but let's convert it to a
more familiar unit for laser spectroscopists, gigahertz. This resolution is
equivalent to approximately 15 G H z 15 GHz. This is a very large number

compared to the intrinsic widths of spectral lines.

Now, let's contrast this with tunable narrow-line lasers. With a laser, the

resolution is not limited by any instrument mechanics. It is typically only



limited by the Doppler width of the transition itself, A v D Avp, which for a
typical molecule at room temperature is in the M H z MHz range. That's a
factor of thousands better than the FT spectrometer. And if we use

Doppler-free techniques, the resolution can be even better.

The trade-off, of course, is that to acquire a broad spectrum with a laser, a
sequential, point-by-point scan is needed. This can lead to a much longer
total acquisition time compared to the rapid survey scan of an FT

instrument.
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Beyond resolution, there is another critical difference between FT and laser

spectroscopy: sensitivity.

The sensitivity of a laser-based measurement is almost always far superior.
The reason comes down to spectral power density. A typical tunable laser
might output a few milliwatts of power, but it concentrates all of that power
into a single-mode beam with an extremely narrow linewidth, perhaps less

than a megahertz.

An FT spectrometer, on the other hand, uses a broadband source, like a
globar, which also emits milliwatts of power, but that power is spread out

over a vast spectral range of hundreds or thousands of wavenumbers.

This means that the on-line power density—the power per unit frequency
interval right at the absorption feature—is orders of magnitude higher for
the laser. A higher power density translates directly into a higher signal-to-

noise ratio and thus a much lower detection limit. This is why laser



spectroscopy can detect much weaker absorption features than even the

best FT spectrometers.
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Let's look at a concrete example to make this resolution comparison crystal
clear. We'll consider the submillimeter rotational spectrum of the ozone
molecule, O3. This slide refers to a comparison from the textbook, Figure

1.62, and we'll interpret the numbers.

First, a state-of-the-art FT spectrometer operating in this region, at a
frequency v v of about 1.5 x 10 12 1.5 x 102 Hertz, or 1.5 terahertz,
might achieve a resolution of about 90 megahertz. This is exceptionally

good for an FT instrument.

But now, let's calculate the fundamental limit imposed by nature: the
Doppler width of the ozone transition at this frequency. The Doppler width,

A v D Avp, is given by the formula:

AvD=vc2kBTm.

AVD =

Let's break down the terms: * v v is the transition frequency, 1.5 x 10 12
1.5 x 102 Hz. * ¢ c is the speed of light. * k B kg is the Boltzmann

constant. * T T is the temperature. * m m is the mass of the molecule.
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If we plug in the numbers for the ozone Doppler width calculation—a
temperature T T of 300 Kelvin and a mass m m for ozone ( O 3 0;3) of 48
atomic mass units—we find that the Doppler width, A v D Avp, is

approximately 2 megahertz.

Now, let's compare. The FT spectrometer has an instrumental resolution of
90 MHz. The true physical width of the spectral line, set by the Doppler
effect, is only 2 MHz.

The conclusion is striking. The laser spectrometer, whose resolution is
limited only by this 2 MHz Doppler width, can fully resolve the true, natural
lineshape of the transition. The FT spectrometer, on the other hand, sees a
feature that is broadened by a factor of 45. What it records is not the true
lineshape, but a shape dominated by its own instrumental limitations. It
cannot resolve any finer structure that might exist within that 90 MHz

window.

This demonstrates that especially in the submillimeter or far-infrared
domain, laser sources—such as far-infrared gas lasers or frequency
multipliers—can dramatically out-resolve even the most advanced state-of-

the-art FT apparatus.
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This pair of graphs provides a powerful visual illustration of the ozone

resolution comparison we just discussed.

Let's look at the top plot, labeled “Fourier Transform Spectrometer.” The
vertical axis is signal intensity, and the horizontal axis is relative frequency

in megahertz. We see a single, broad, bell-shaped curve. The full-width at



half-maximum, or FWHM, is indicated to be approximately 90 megahertz.
The annotation correctly identifies this as “Instrument-limited resolution.”

The FT spectrometer is unable to see any detail finer than this.

Now, look at the bottom plot, labeled “Tunable Laser Spectrometer.” This
shows what the laser sees when it scans over the same spectral region. It's
a completely different picture. That single broad peak from the FT is now
resolved into a cluster of at least four distinct, much sharper spectral lines.
The annotation correctly labels these as “Doppler-limited lines” with the
“fine structure resolved.” The width of one of these individual components

is shown to be about 2 megahertz, which is the true Doppler width.

This figure is a perfect demonstration of the trade-off. The FT gives you a
quick, broad overview, but the laser provides the high-resolution “zoom

lens” needed to see the true, detailed structure of the spectrum.
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Now let’'s switch from a resolution example to a sensitivity example. Here,
we’re looking at an overtone band of the acetylene molecule, C2H2, in the
near-infrared region around 1.5 micrometers. Overtone transitions are

intrinsically very weak, making this a great test of sensitivity.

The comparison is between a spectrum taken with an FT spectrometer
(Figure 1.63a in the text) and one taken with a specialized laser technique:
a color-center laser combined with intracavity Photo-Acoustic Spectroscopy
(PAS) (Figure 1.63b).

The key observation comes from looking at an expanded inset of the

spectra. We see that spectral lines that are completely buried in the noise



floor of the FT spectrum—Ilines you would not even know were there—are
still clearly observed with a signal-to-noise ratio greater than 10 in the
laser-PAS trace.

This demonstrates the enormous sensitivity advantage of the laser-based

technique.
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The demonstrated minimum detectable absorption for this intracavity laser-
PAS experiment on acetyleneis amin=10-9cm - 1 ay, ~ 102 cm™1.

This is an astonishingly high sensitivity.

What is the significance of being able to measure such weak transitions?
The ability to measure weak overtone bands is critically important for many
applications, such as atmospheric sensing of trace gases like methane ( C
H 4 CH,) and acetylene (C 2 H 2 C,H,), and for combustion diagnostics,

where these molecules are important intermediates.

This example also perfectly highlights the complementarity of the two
approaches. You might use an FT spectrometer for a quick, coarse survey
of your sample to identify regions of interest. Then, you would use a high-
sensitivity, high-resolution laser technique to perform a detailed, line-by-line
analysis in those regions, allowing for precise measurements and the
determination of absolute line strengths. They are not just competitors; they

are partners in spectroscopic analysis.
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Alright, we have now journeyed through a wide variety of laser
spectroscopy techniques, examining the physical principles, strengths, and
weaknesses of each one. To wrap up, let's try to consolidate all of this
information into a set of practical guidelines, bringing us full circle back to

the decision tree we started with.

This will serve as a concise summary to help you choose the right tool for

your experimental problem.
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decision quidelines. Let's go through

them one by one.

First: If you are working in the UV or Visible region, studying electronic
transitions at low pressure, you should almost always choose Laser-
Induced Fluorescence, or LIF. Why? Because electronic transitions have
high quantum vyields, and at low pressure, collisional quenching is

minimized, leading to a strong, background-free signal.

Second: If your molecule has accessible high-lying Rydberg states, you
should strongly consider adopting resonant ionization spectroscopy (like
REMPI) for the ultimate sensitivity. Why? Because ion detection offers
near-unity collection efficiency and a virtually zero-background signal, often

making it the most sensitive technique of all.

Third: If you are working in the Mid-Infrared at high pressure, Photo-
Acoustic Spectroscopy, or PAS, is typically the dominant technique. Why?



Because in the IR, fluorescence is inefficient, and at high pressure, the
collisional quenching that kills fluorescence becomes the very source of the

PAS signal, making it incredibly sensitive.

Fourth: If you are studying low-pressure pure gases, a technique like
Wavelength-Modulated Absorption Spectroscopy may surpass PAS. Why?
Because at low pressure, the PAS signhal weakens, while the noise floor of
a WMAS experiment, set by photodiode shot-noise, can be fundamentally

lower, yielding a better signal-to-noise ratio.
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gquidelines:

Fifth: If your sample is a discharge or a plasma, you have specialized tools
at your disposal. Optogalvanic or Velocity-Modulation spectroscopy are
excellent choices. VMS, in particular, is the premier technique to separate

weak ion signals from the overwhelming background of neutral species.

Sixth: If you are studying radicals or other species with large magnetic
moments ( u u) or large g-factors, and you need to extract detailed physical
constants, then LMR or Stark spectroscopy is the method of choice. These
techniques provide unparalleled information content for determining fine

and hyperfine structure.

Seventh: When you need an unbeatable effective path length to measure
an incredibly weak absorption, your best options are intracavity absorption

or Cavity Ring-Down Spectroscopy (CRDS). These methods can provide



kilometer-long effective path lengths, pushing absorption sensitivity to its

absolute limits.

And finally, a general strategy: If you need to perform a rapid broadband
survey to find out what’s in your sample, start with a Fourier Transform (FT)
spectrometer. Once you've identified the interesting spectral regions,
switch to a fine-tuned laser method for high-resolution, high-sensitivity, line-

by-line analysis.
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slide provides a quick reference

summary of some of the Kkey

equations and _symbols  we’ve

discussed.

First, the Fluorescence quantum efficiency, n k n,. The equation is:

nk=lradlrad+Inr

Frad

W=+ 71 r_
Frad + Fnr

where [ ra d [,4 is the radiative decay rate and I n r [}, is the non-
radiative decay rate. This tells us the probability that an excited molecule

will actually fluoresce.



Second, the Total detection efficiency in a fluorescence experiment, ntot

Nwot- | NE €quation is:
ntot=nk- &- nsens

Mot = Mk * 0 * Nsens

This is the product of the fluorescence quantum efficiency ( n k ny), the

geometric collection factor ( ® §), and the sensor’s quantum efficiency (n's

ens nsens)-

Third, the Zeeman tuning equation used in Laser Magnetic Resonance, or
LMR.
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The equation for the Zeeman frequency shift is:
AvZ=guBBh

gusB
h

AVZ =

where ¢ g is the g-factor, y B ug is the Bohr magneton, B B is the

magnetic field, and h h is Planck’s constant.

Next, we have the derivative signal in Wavelength Modulation
Spectroscopy. The amplitude of the first harmonic signal, S 1 S;, is
proportional to the absorption at line center, a (v 0 ) a(v,), times the

modulation depth, A v Av.

Slxa(v0)Av



S, < a(vy) Av

Finally, the crucial relation in Cavity Ring-Down Spectroscopy, which
connects the measured absorption to the ring-down time. This can be

written to solve for the absorption coefficient, a a:

a=1c(11with-1T1empty)

1 ( 1 1 >
a=- —
C \Twith  Tempty

where c c is the speed of light, 1 with 7, is the ring-down time with the

sample, and T empty Tenty is the ring-down time of the empty cavity. Note

that this equation assumes the refractive index n n is approximately 1.
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Let's conclude our discussion with a few final remarks.

The most important takeaway from this entire comparison is that there is
NO single "best" technique. The optimal choice always emerges from a
careful consideration of the specific scientific problem: the wavelength you
need, the nature of your sample and its environment, and the desired
information content and sensitivity of your measurement. A good
experimentalist is like a good carpenter; they have a full toolbox and know

which tool to use for which job.

Reflecting this, modern laboratories often HYBRIDISE methods to exploit
multiple advantages simultaneously. For example, one might perform laser-
induced fluorescence inside a high-finesse cavity to benefit from both the

zero-background nature of LIF and the power enhancement of the cavity.



Or one might combine Photo-Acoustic Spectroscopy with Velocity

Modulation to perform ion-specific trace gas detection in a plasma.

Furthermore, this field is constantly evolving. There are continuous
advances in tunable laser sources—Ilike Optical Parametric Oscillators
(OPOs), Quantum Cascade Lasers (QCLSs), and optical frequency combs—
and in detectors, such as superconducting nanowire single-photon

detectors.
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These advances in sources and detectors, such as fast microchannel
plates (MCPs), are constantly pushing the frontiers of sensitivity and
bandwidth. This means you should expect the decision map we've
discussed today to evolve over time. New techniques will emerge, and the

capabilities of existing ones will improve.

This brings me to my final and most important point. A deep understanding
of the fundamental physics behind each detection channel is your most
valuable asset. This understanding is what ensures intelligent experimental
design. It allows you to make informed choices, to anticipate problems, and
to troubleshoot effectively. It is what allows you to maximize the quality of
your data while minimizing the unnecessary complexity of your experiment.
That is the hallmark of a world-class scientist, and it is the skill | hope you

will all continue to cultivate throughout your careers. Thank you.



