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Good morning, everyone. Welcome back to Phys 608, Laser Spectroscopy. 

I'm Distinguished Professor Dr M A Gondal, and today, we embark on a 

new and fascinating topic, which you see on the title slide: Chapter 1.3.3, 

Optothermal Spectroscopy. 

This is a wonderfully clever technique that solves a very specific, and very 

challenging, problem in high-resolution spectroscopy. 

As we go through this material, I want you to think not just about the ‘what’, 

but the ‘why’. Why was this method developed? What problem did it solve 

that other, more common methods, could not? 

It’s in answering these questions that we truly appreciate the ingenuity of 

the physics involved. Let’s begin. 
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So, let's start with that very question: Why a new detection method? What 

is the specific challenge that necessitates a new approach? The title here 

frames the problem perfectly: Vibrational-Rotational Spectroscopy in 

Beams. 

Our goal, as stated in the first bullet point, is to measure the very weak 

infrared absorption of molecules. But not just any molecules in a gas cell. 

These are molecules travelling in a collision-free environment, specifically a 

supersonic or effusive molecular beam. Now, why do we use molecular 

beams? As you'll recall from our earlier discussions, molecular beams are 



fantastic tools. In a supersonic expansion, we can cool the molecules to 

extremely low rotational and vibrational temperatures, which dramatically 

simplifies the spectrum by collapsing the population into just a few quantum 

states. This is crucial for resolving fine details. Furthermore, the 

environment is essentially collision-free, meaning we are studying the 

properties of isolated, unperturbed molecules—the ideal spectroscopic 

scenario. 

So we have this beautiful, pristine sample of cold, isolated molecules. The 

challenge is, how do we detect the very weak absorption of infrared 

photons? 

A natural first thought might be to use a technique we're already familiar 

with: laser-induced fluorescence, or L-I-F. LIF is a workhorse in 

spectroscopy. You excite a molecule with a laser, and you detect the 

subsequent fluorescence—the photon emitted as the molecule relaxes 

back to a lower state. It's incredibly sensitive. However, as the second point 

highlights, LIF has a critical limitation in this specific context. 

Let's break this down. We are exciting vibrational-rotational states within 

the electronic ground state. Think of a diatomic molecule. We're not 

promoting an electron to a different orbital; we're just adding one quantum 

of vibrational energy, maybe changing the rotational state. The selection 

rules for electric dipole transitions tell us that spontaneous emission from 

these excited vibrational-rotational states is often very, very slow. The 

radiative lifetime, which we denote as  τ r a d 𝜏rad, can be extremely long. 

The slide gives a typical value of much, much greater than one millisecond. 

For some molecules, it can be hundreds of milliseconds or even seconds! 



Now, what's the consequence of this? This is point number two. Our 

molecules are not stationary; they are flying through the vacuum chamber 

at hundreds of meters per second. If the lifetime is, say, ten milliseconds, 

and the molecule is moving at five hundred meters per second, it will travel 

five meters before it has a good chance of emitting a photon! Our detector 

has a finite size. The probability of that randomly emitted photon actually 

hitting our detector becomes infinitesimally small. This leads to extremely 

low fluorescence collection efficiency, and consequently, a very poor 

signal-to-noise ratio, often abbreviated as S-N-R. So, for the very 

transitions we want to study in the infrared, LIF is simply not a viable 

option. 
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Alright, so if Laser-Induced Fluorescence is out, what's another common 

high-sensitivity technique? Optoacoustic, or photoacoustic, detection. Let's 

consider its limitations. 

As we've discussed, the principle of optoacoustic detection is that absorbed 

laser energy heats the sample. In a gas cell, this heat is transferred via 

collisions to the surrounding gas molecules, creating a local pressure 

increase. If the laser is modulated or chopped, this creates a periodic 

pressure wave—literally, a sound wave—that we can detect with a 

sensitive microphone. The amplitude of this sound wave is proportional to 

the absorbed energy. 

The first point on the slide reminds us of this mechanism: it requires rapid 

collisional thermalization to generate these pressure waves. And this brings 



us immediately to the problem, stated in point two. Our entire experiment is 

designed to take place in a molecular beam, which is, by its very nature, 

essentially collision-free. We went to great lengths to create this 

environment to study isolated molecules. Without collisions, there is no 

mechanism to transfer the internal energy of the single excited molecule 

into the translational energy of a bulk gas. There is no medium to support a 

pressure wave. Therefore, the acoustic wave amplitude becomes 

vanishingly small. We can't use a microphone to "listen" for an absorption 

event if there's no sound to be made. 

So, we find ourselves in a difficult position. LIF fails because the excited 

state lifetime is too long. Optoacoustic detection fails because the 

environment is collision-free. This brings us to a point of necessity. We 

must invent a new technique, one that is specifically tailored to the unique 

challenges of this experimental situation. What properties must this new 

technique have? 

First, it must function without collisions. It has to be a method that works on 

single, isolated molecules. 

Second, and this is the brilliant insight, it should exploit the very long 

radiative lifetime,  τ r a d 𝜏rad. Instead of seeing this long lifetime as a 

problem, as it was for LIF, we must see it as an opportunity. The fact that 

the molecule holds onto this extra energy for a long time is the key. 
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And that brings us to the third requirement for our new technique, 

continuing from the previous page. This technique must be able to convert 

the absorbed photon energy directly into a measurable thermal signal. 

Think about it. We have a molecule that has absorbed an infrared photon. It 

now has an extra quantum of vibrational energy. It's carrying this energy 

with it as it flies down the molecular beam. The lifetime is long, so it's not 

going to lose this energy by spontaneously emitting a photon. Since there 

are no collisions, it can't lose it that way either. The molecule becomes a 

tiny, flying packet of energy. 

The challenge, then, is to invent a detector that can intercept this molecule 

and measure that extra packet of internal energy it's carrying. If we can do 

that, the long lifetime becomes our greatest asset. It ensures that the 

energy we deposited with the laser at the beginning of the journey is still 

there when the molecule arrives at the destination. This is the conceptual 

leap that leads us directly to optothermal spectroscopy. 
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This slide provides a superb visual summary of the problem and the 

solution, contrasting the three detection schemes we've just discussed for 

spectroscopy in molecular beams. Let's look at each panel carefully. 

Panel A illustrates Laser-Induced Fluorescence, or LIF, and its limitation. 

On the left, we have a source generating a molecular beam. The molecules 

travel to an excitation region where they are crossed by an infrared laser. If 

a molecule absorbs a photon, it enters an excited state. The diagram 

shows this excited molecule continuing to travel. Because of the long 



radiative lifetime,  τ r a d ≫ 1 m s 𝜏rad ≫ 1 ms, the molecule travels a 

significant distance before it emits a fluorescence photon. The diagram 

shows this photon being emitted far downstream, and importantly, in a 

random direction. A detector, like a photomultiplier tube or PMT, is placed 

near the excitation region, but the photon is emitted far away. The result, as 

stated, is extremely low collection efficiency, leading to a poor signal-to-

noise ratio. You can see why this fails. 

Now, let's move to Panel B, which shows Optoacoustic Detection and its 

limitation. The setup is similar: source, molecular beam, IR laser excitation. 

But now, the detector is a microphone. The key point here is that the 

molecular beam is a collision-free environment. When a molecule absorbs 

a photon, it gains internal energy, but there's no way to transfer this energy 

to create a pressure wave. The diagram visually represents this with a "No 

Pressure Wave" label and a red 'X' over the microphone. The result is 

clear: no pressure wave is generated, leading to a vanishingly small signal. 

This method is fundamentally unsuited for this environment. 

Finally, we arrive at Panel C: Optothermal Detection. This is the solution. 

Look at the setup. It starts the same way: source, molecular beam, IR laser 

excitation. A molecule absorbs a photon and gets excited. Now, here's the 

crucial difference. Instead of a PMT or a microphone, the detector placed 

downstream is a "Bolometer," which is labeled as a Thermal Detector. 

What happens? The excited molecule, still carrying its extra internal energy 

because of the long lifetime, drifts ballistically and collides directly with the 

surface of the bolometer. Upon impact, it transfers all of its energy—both its 

kinetic energy and, crucially, the stored internal energy from the photon 

absorption—to the detector as heat. The result, as the text explains, is that 



this absorbed photon energy creates a measurable thermal signal. We are 

not detecting a secondary photon or a pressure wave; we are detecting the 

energy of the molecule itself. This is the core, elegant idea of the 

technique. 
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Alright, now that we have the conceptual overview, let's formalize the core 

idea of Optothermal Spectroscopy. 

The first bullet point puts it succinctly: we replace the pressure-wave 

detection of the optoacoustic method with direct heat detection. Instead of 

listening for a sound, we're measuring a temperature change. 

The second point outlines the sequence of physical events that make this 

possible. Let's walk through it step-by-step. 

Step 1: A tunable, narrowband infrared laser is used to excite molecules. 

This is spectroscopy, after all. We need a tunable source to scan across 

different transitions. The laser promotes molecules from their ground state, 

which we can denote with the ket  | g ⟩  |𝑔⟩, to a specific excited vibrational-

rotational state, denoted by the ket  | v , J ⟩  |𝑣, 𝐽⟩, where  v 𝑣 and  J 𝐽 are 

the vibrational and rotational quantum numbers. This is the absorption 

event. Only when the laser frequency is resonant with a molecular 

transition will this happen. 

Step 2: The molecules that have been successfully excited now drift 

ballistically towards a cryogenic bolometer. "Ballistically" is a key word 

here; it means they travel in straight lines without being scattered by 

collisions, because we are in a high vacuum. There is a certain distance 



they have to travel, and this takes a specific amount of time, which we call 

the flight time. 

This simple two-step process—excite, then drift—is the heart of the 

experiment. The information about the absorption event is not carried by a 

photon, but by the molecule itself. 
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Continuing with our sequence of events, we need to quantify this flight time. 

The slide gives us the simple, classical mechanics equation for it: 

 t f l i g h t = d v b e a m  

𝑡flight =
𝑑

𝑣beam
 

Let's break this down.  t f l i g h t 𝑡flight is the time it takes for a molecule to 

travel from the point where it interacts with the laser to the detector.  d 𝑑 is 

simply that distance, the physical separation between the laser-interaction 

zone and the bolometer surface. And  v b e a m 𝑣beam is the mean velocity 

of the molecules in the beam. This velocity is typically well-defined, 

especially in a supersonic expansion, and can be on the order of several 

hundred to a thousand meters per second. 

Now we come to the crucial condition for this entire technique to work, 

highlighted in point 3. If  τ r a d 𝜏rad, the radiative lifetime of the excited 

state, is greater than  t f l i g h t 𝑡flight, the flight time, then the molecules will 

reach the detector while they are still in the excited state. This is the pivot. 

The 'problem' of a long lifetime for LIF becomes the 'enabling condition' for 



optothermal detection. We are using the molecule as a memory device, 

storing the photon's energy for the duration of its flight. 

So what happens when this excited molecule finally arrives? Point 4 

describes the detection event itself. Upon impact with the bolometer 

surface, the molecule's total energy is transferred to the detector and 

thermalized. This total energy consists of two parts: its kinetic energy,  E k i 

n 𝐸kin, which all molecules in the beam have, and the stored internal 

energy,  Δ E 𝛥𝐸, which only the excited molecules have. It is this extra 

energy,  Δ E 𝛥𝐸, that constitutes our signal. This combined energy causes 

the material of the bolometer to heat up. 
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And this brings us to the final result of this chain of events. The deposition 

of energy from the impacting molecules leads to a measurable temperature 

rise, which we denote as  Δ T 𝛥𝑇, of the bolometer. 

This is the punchline. The temperature rise,  Δ T 𝛥𝑇, serves as a direct 

measure of photon absorption. Let's trace the logic backwards. A  Δ T 𝛥𝑇 

means the bolometer got hotter. This happened because excited molecules 

hit it. Molecules only became excited if they absorbed a photon from the 

laser. And they only absorbed a photon if the laser was tuned to a resonant 

frequency of the molecule. 

Therefore, by monitoring the temperature of the bolometer as we scan the 

frequency of the tunable laser, we can map out the absorption spectrum of 

the molecule. A peak in the  Δ T 𝛥𝑇 signal versus laser frequency 



corresponds directly to an absorption line. It's an incredibly direct and 

powerful way to perform spectroscopy on a collision-free beam. 
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This diagram provides a beautiful and clear visual representation of the 

core idea we've just discussed. Let's break it down into its two main zones. 

On the left, we have the "LASER-INTERACTION ZONE". This is where the 

spectroscopy happens. The diagram shows an energy level scheme with a 

ground state, labeled  | g ⟩  |𝑔⟩, and an excited vibrational-rotational state,  

| v , J ⟩  |𝑣, 𝐽⟩. A tunable IR laser, represented by a wave packet with 

energy  h ν ℎ𝜈, illuminates the molecules. If the laser frequency  ν 𝜈 is 

resonant, a molecule in the ground state (the blue dot) absorbs the photon 

and is promoted to the excited state (the orange dot). The energy 

difference between these states is  Δ E 𝛥𝐸. 

Now, the excited molecule (the orange dot) leaves the interaction zone and 

begins its journey across the empty space. This is the drift region. The 

diagram shows the molecule traveling a distance  d 𝑑. Two key pieces of 

information are displayed here. First, the flight time is given by the 

equation: 

 t flight = d v beam .  

𝑡flight =
𝑑

𝑣beam

. 



Second, the crucial condition for the experiment is stated:  τ rad 𝜏rad, the 

radiative lifetime, must be greater than  t flight 𝑡flight. This ensures the 

molecule arrives at the detector still carrying the energy  Δ E 𝛥𝐸. 

On the right, we have the "DETECTION ZONE". The central component 

here is the Cryogenic Bolometer. When our excited molecule strikes the 

bolometer, it releases its energy. The total energy released is: 

 E total = E kin + Δ E .  

𝐸total = 𝐸kin + 𝛥𝐸. 

That's the kinetic energy plus the stored internal energy from the photon. 

This energy dump causes the bolometer to heat up. 

The final, observable result is shown at the bottom: a temperature rise,  Δ T 

𝛥𝑇, indicated by a small pulse shape. This  Δ T 𝛥𝑇 is our signal. By 

measuring this temperature change, we have successfully detected the 

initial photon absorption event that happened microseconds earlier and 

meters away. 
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Now that we have the qualitative picture, let’s move on to quantifying the 

extra heat input. This section is all about step-by-step energy accounting. 

The first and most fundamental point is that each photon absorbed by a 

molecule deposits a specific amount of internal energy into that molecule. 

This energy is given by the famous Planck-Einstein relation: 

 Δ E = h ν  



𝛥𝐸 = ℎ𝜈 

Here,  Δ E 𝛥𝐸 is the energy gained by the molecule, which is the energy it 

will later deposit into the bolometer.  h ℎ is the Planck constant, with a 

value of approximately  6.626 × 10 − 34 6.626 × 10−34 Joule-seconds. And  

ν 𝜈 is the frequency of the laser light, in Hertz. So, the energy we deposit is 

directly proportional to the laser frequency we are using. 

Now, we aren’t just sending one molecule. We have a beam of molecules. 

So, the next step is to consider the rate at which these excited molecules 

arrive at the detector. We define a quantity, capital  N 𝑁, as the number of 

excited molecules striking the detector per second. This  N 𝑁 is directly 

proportional to the number of photons absorbed per second in the 

interaction region. So, if we tune our laser to a strong absorption line,  N 𝑁 

will be large. If we are off-resonance,  N 𝑁 will be essentially zero. 

Therefore,  N 𝑁 is the quantity that varies as we scan our laser, and it’s 

what we are fundamentally trying to measure. 
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Building on the energy accounting from the previous slide, we can now 

calculate the total power delivered to the bolometer that comes exclusively 

from the laser excitation. Power is just energy per unit time. If  N 𝑁 excited 

molecules, each carrying an extra energy  h ν ℎ𝜈, strike the detector per 

second, then the power delivered is simply the product of these two 

quantities. 

This gives us the equation for the heat input,  d Q / d t 𝑑𝑄/𝑑𝑡.  Q 𝑄 here 

represents heat energy. 



 d Q d t = N h ν  

𝑑𝑄

𝑑𝑡
= 𝑁 ℎ𝜈 

This quantity,  d Q / d t 𝑑𝑄/𝑑𝑡, is the power input that constitutes our signal. 

It’s the extra heat flow into the bolometer that only exists when the laser is 

on resonance. 

Now, a student might ask, “What about the kinetic energy? Didn’t we say 

that gets deposited too?” And that’s an excellent question. The next point 

on the slide addresses this. It notes that the kinetic energy,  E k i n 𝐸kin, of 

a molecule in a typical beam is on the order of a few milli-electron-volts, or  

m e V meV. In contrast, the energy of an infrared photon,  h ν ℎ𝜈, is 

typically in the range of hundreds of meV. For example, a 10-micron 

photon, which is in the mid-IR, has an energy of about  124 m e V 124 meV. 

So,  E k i n 𝐸kin is usually much, much smaller than  h ν ℎ𝜈. 

What does this mean? The kinetic energy of all molecules, excited or not, 

provides a large, constant background heat load on the bolometer. Our 

signal, the change in heat load when the laser is on, comes almost entirely 

from the  h ν ℎ𝜈 term. So, the photon energy dominates the signal we are 

trying to measure, which is exactly what we want. 

This leads us to the final point, which defines the objective of the 

experiment. We want to measure our signal,  d Q / d t 𝑑𝑄/𝑑𝑡, as a function 

of the laser frequency,  ν 𝜈, while the laser is tuned. By plotting  d Q / d t 

𝑑𝑄/𝑑𝑡 versus  ν 𝜈, we directly obtain the absorption spectrum of the 

molecule. It’s a beautifully direct measurement. 
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To understand how the bolometer’s temperature responds to this heat 

input, we need to model its thermal properties. This slide introduces the key 

parameters for understanding the thermal balance of the bolometer. 

First, we have the Bolometer Heat Capacity, denoted by a capital  C 𝐶. 

Heat capacity is defined as the amount of heat energy required to raise the 

temperature of an object by one unit. Mathematically, it’s the partial 

derivative of heat  Q 𝑄 with respect to temperature  T 𝑇: 

 C 𝐶 is equivalent to the partial of  Q 𝑄 with respect to  T 𝑇. 

 C = ∂ Q ∂ T  

𝐶 =
∂𝑄

∂𝑇
 

The units are Joules per Kelvin. A small heat capacity means that even a 

tiny amount of input energy will cause a large temperature change. As you 

might guess, for a sensitive detector, we will want  C 𝐶 to be as small as 

possible. 

Second, the bolometer isn’t perfectly isolated. It has to be mounted in our 

cryostat, so it’s connected to a cold reservoir, or heat sink. This connection 

allows heat to flow out of the bolometer. We characterize this with the 

Thermal Conductance, denoted by a capital  G 𝐺. Thermal conductance is 

the rate of heat flow per unit of temperature difference. The defining 

equation is: 



 G 𝐺 is equivalent to the partial of  Q 𝑄 with respect to  t 𝑡 (which is power), 

divided by the temperature difference, ( T 𝑇 minus  T 0 𝑇0). 

 G = ∂ Q / ∂ t T − T 0  

𝐺 =
∂𝑄/ ∂𝑡

𝑇 − 𝑇0
 

Here,  T 𝑇 is the temperature of the bolometer and  T 0 𝑇0 is the constant, 

base temperature of the cold reservoir. The units of  G 𝐺 are Watts per 

Kelvin. A small thermal conductance means the bolometer is well-insulated 

from its surroundings, and heat will leak out slowly. This is also desirable 

for achieving a large temperature rise. 

These two parameters,  C 𝐶 and  G 𝐺, are the essential properties that will 

govern the bolometer’s response. 
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Now we can put these pieces together to form the central equation 

governing the system: the energy conservation equation for the bolometer. 

This is often treated using a lumped-element model, which assumes the 

bolometer has a uniform temperature  T 𝑇 at any given time. 

The base temperature of the cryostat, the heat sink, is given as  T n a u g h 

t 𝑇𝑛𝑎𝑢𝑔ℎ𝑡. This is typically a very low temperature, achieved using liquid 

helium, so  T n a u g h t 𝑇𝑛𝑎𝑢𝑔ℎ𝑡 might be around 4.2 Kelvin, or even lower if 

the helium is pumped on. 

Here is the energy balance equation: 



 N h ν = C d T d t + G ( T − T n a u g h t )  

𝑁ℎ𝜈 = 𝐶
𝑑𝑇

𝑑𝑡
+ 𝐺(𝑇 − 𝑇𝑛𝑎𝑢𝑔ℎ𝑡) 

This is a first-order linear differential equation, and it's incredibly important, 

so let's understand each term. 

The left-hand side,  N h ν 𝑁ℎ𝜈, is the term we derived earlier. This is the 

input power from the excited molecules hitting the bolometer. This is our 

signal source. 

The right-hand side describes what happens to this input power. It gets split 

into two channels. 

The first term on the right is  C d T d t 𝐶
𝑑𝑇

𝑑𝑡
. This represents the power that 

is being used to actively change the temperature of the bolometer itself. It's 

the energy storage term. If the temperature is rising, this term is positive. 

The second term on the right is  G ( T − T n a u g h t ) 𝐺(𝑇 − 𝑇𝑛𝑎𝑢𝑔ℎ𝑡). This 

is Newton's law of cooling. It represents the power that is lost from the 

bolometer to the cold bath via thermal conduction. It's proportional to the 

temperature difference between the bolometer and the bath. This is the 

energy loss term. 

So, in essence, the equation says: Power In = Power to Heat Up + Power 

Leaking Out. This simple balance dictates the entire thermal behavior of 

our detector. 
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To build a more intuitive understanding of the thermal balance equation we 

just saw, it's extremely helpful to use an electrical analogy. This is a very 

common and powerful tool in physics. This slide shows a simple RC circuit 

diagram that is mathematically identical to our thermal problem. 

Let's map the components one-to-one. 

The input power from the excited molecules,  N h ν 𝑁ℎ𝜈, is analogous to an 

input current source. In the diagram, it's shown as a circle with a downward 

arrow, representing a constant current being injected into the circuit. 

The temperature,  T 𝑇, is analogous to the voltage at a node in the circuit. 

The heat sink temperature,  T 0 𝑇0, which is our reference temperature, is 

analogous to the circuit ground, which is our reference voltage (zero volts). 

The temperature difference,  T − T 0 𝑇 − 𝑇0, is therefore analogous to the 

voltage  V 𝑉 across the components. 

Now for the two key parameters. The heat capacity,  C 𝐶, represents the 

ability to store thermal energy. This is perfectly analogous to a capacitor,  C 

𝐶, which stores electrical energy. The term  C d T d t  

𝐶
𝑑𝑇

𝑑𝑡
 

in the thermal equation corresponds to  C d V d t  

𝐶
𝑑𝑉

𝑑𝑡
 

in the electrical equation, which is the current flowing into the capacitor. 

The diagram shows this as the "Energy Storage" branch. 



The thermal conductance,  G 𝐺, represents the path for energy to leak 

away. This is analogous to an electrical conductance,  G 𝐺. We are often 

more familiar with resistance,  R 𝑅, which is just the reciprocal of 

conductance:  R = 1 G  

𝑅 =
1

𝐺
 

So, the term  G ( T − T 0 )  

𝐺 (𝑇 − 𝑇0) 

in the thermal equation corresponds to  G V  

𝐺 𝑉 

(or  V / R 𝑉/𝑅), which is Ohm's law for the current flowing through the 

resistor to ground. The diagram shows this as the "Energy Loss" branch, 

with a resistor  R 𝑅 equal to  1 / G 1/𝐺. 

So, our thermal system of a bolometer connected to a heat sink is perfectly 

described as a simple, low-pass RC filter. An input signal ( N h ν 𝑁ℎ𝜈) 

causes the voltage ( T 𝑇) to rise, with a characteristic time constant 

determined by  R 𝑅 and  C 𝐶. This analogy is not just a nice picture; it 

allows us to use all our intuition and knowledge from circuit theory to 

understand the behavior of our thermal detector. 
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Let's now use our thermal balance equation to find the actual signal we 

would measure. We'll start by considering the simplest case: the steady-

state temperature rise. 



In many experiments, the laser illumination isn't a brief pulse but is either 

continuous or modulated slowly. For example, we often use a mechanical 

chopper to turn the laser beam on and off at a certain frequency. If this 

chopping frequency is low enough, the bolometer has time to reach a 

thermal equilibrium during the 'on' phase of the cycle. This is called a 

quasi-stationary or steady-state condition. 

In steady-state, the temperature of the bolometer is no longer changing. 

This means the time derivative of the temperature is zero. So, we set: 

 d T d t = 0  

𝑑𝑇

𝑑𝑡
= 0 

This dramatically simplifies our balance equation. The  C d T d t 𝐶
𝑑𝑇

𝑑𝑡
 term 

vanishes, and the equation becomes a simple algebraic relationship: 

 N h ν = G ( T − T naught )  

𝑁ℎ𝜈 = 𝐺 (𝑇 − 𝑇naught) 

Now, we can solve this for the temperature rise. The temperature rise is 

what we measure, and it's  Δ T 𝛥𝑇, which is defined as the steady-state 

temperature  T 𝑇 minus the bath temperature  T naught 𝑇naught. 

Rearranging the equation gives us the central result: 

 Δ T = T − T naught = N h ν G  

𝛥𝑇 = 𝑇 − 𝑇naught =
𝑁ℎ𝜈

𝐺
 



This is a beautiful, simple, and powerful result. It tells us exactly how the 

measured temperature rise depends on the physical parameters of our 

experiment. 
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Let's interpret the steady-state result we just derived:  Δ T = N h ν G 𝛥𝑇 =

𝑁ℎ𝜈

𝐺
. 

The first point on the slide explains the direct dependencies. The 

temperature rise,  Δ T 𝛥𝑇, which is our signal, increases linearly with  N 𝑁, 

the number of excited molecules arriving per second. This makes perfect 

sense: more absorbed photons mean more energy deposited, which 

means a larger signal. Our signal also increases linearly with the photon 

energy,  h ν ℎ𝜈. So, for a given number of absorbed photons, using a 

higher frequency (shorter wavelength) laser would produce a larger 

temperature change. 

The second point highlights the role of the thermal conductance,  G 𝐺.  G 𝐺 

is in the denominator. This means that to get a large temperature response, 

we need to make  G 𝐺 as small as possible. Physically, this means we 

want the bolometer to be very well thermally isolated from its surroundings. 

A lower  G 𝐺 is like wrapping the detector in a better thermal blanket; it 

traps the heat, allowing the temperature to build up to a higher level before 

the loss rate equals the input power. This is a crucial design principle for 

building a sensitive bolometer. 



Now, the steady-state solution doesn't tell the whole story. What about the 

transient response? How quickly does the bolometer's temperature 

change? Going back to our electrical analogy of an  R C 𝑅𝐶 circuit, we 

know that such a system has a characteristic time constant. The same is 

true for our thermal system. The time constant, which we'll call  τ b o l o 

𝜏bolo, describes how long it takes for the bolometer to heat up or cool down. 

It is given by: 

 τ b o l o = C G .  

𝜏bolo =
𝐶

𝐺
. 

This is exactly analogous to the  R C 𝑅𝐶 time constant from circuit theory, 

since  R = 1 G 𝑅 =
1

𝐺
. This  τ b o l o 𝜏bolo is a critical parameter. It tells us 

how fast our detector can respond to changes in the input signal. 

This leads directly to a practical design rule for experiments that use lock-in 

detection. We often chop the laser beam at a frequency  f c h o p 𝑓chop. To 

ensure that the detector reaches its full steady-state  Δ T 𝛥𝑇 during each 

'on' cycle of the chopper, the 'on' time must be long compared to the 

bolometer's time constant. This leads to a condition on the chopping 

frequency. 
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Continuing from the previous slide, we need to formalize the condition on 

the chopping frequency,  f c h o p 𝑓chop. 

The slide presents the inequality:  f c h o p ≪ 1 2 π τ b o l o .  



𝑓chop ≪
1

2𝜋𝜏bolo
 . 

Let’s unpack this. 

The time constant of our detector is  τ b o l o 𝜏bolo. In the frequency 

domain, the characteristic frequency or “corner frequency” of this first-order 

system is  1 2 π τ b o l o 
1

2𝜋𝜏bolo
. This is the frequency at which the system’s 

response starts to roll off. If we modulate our input signal (by chopping the 

laser) at a frequency much \emph{higher} than this corner frequency, the 

bolometer won’t have time to respond, and the signal amplitude,  Δ T 𝛥𝑇, 

will be severely attenuated. 

Therefore, to operate in the quasi-steady-state regime, where we get the 

maximum temperature swing for each cycle, we must chop at a frequency 

much \emph{lower} than the corner frequency. This is precisely what the 

inequality states. This ensures that the detector’s temperature can faithfully 

follow the chopped laser signal, which is essential for maximizing the signal 

that we feed into our lock-in amplifier. 

So, this gives us a practical upper limit on our chopping frequency, 

determined by the thermal properties ( C 𝐶 and  G 𝐺) of the bolometer 

itself. 
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Now we move from theory to practice. How do we actually build a 

bolometer that is incredibly sensitive? This slide outlines the key design 



principles for engineering a high-sensitivity device. It all comes down to 

manipulating the parameters  C 𝐶 and  G 𝐺 that we've just discussed. 

Our goal for the steady-state temperature rise,  Δ T 𝛥𝑇, was  N h ν G 
𝑁 ℎ 𝜈

𝐺
. 

To maximize this signal for a given input power, we need to minimize  G 𝐺. 

We also want a fast response time, which means we want to minimize the 

time constant  τ bolo = C G .  

𝜏bolo =
𝐶

𝐺
 . 

To get the best of both worlds—high responsivity and reasonable speed—

we need to minimize both  C 𝐶 and  G 𝐺. 

The first major principle is to minimize the heat capacity,  C 𝐶. How can we 

do this? First, we use a very small detector element. The slide suggests a 

volume of around 0.25 cubic millimeters. Heat capacity is an extensive 

property, so less material means less heat capacity. We typically use a 

small chip of a doped silicon crystal. 

Second, and this is a profound point from solid-state physics, we operate at 

cryogenic temperatures. The slide suggests a temperature of about 1.5 

Kelvin. At these extremely low temperatures, the number of lattice 

vibrations, or phonons, is drastically reduced. According to the Debye 

model, the lattice heat capacity of a solid at low temperatures is 

proportional to  T 3 .  

𝑇3. 

So, by going from room temperature (300 K) down to 1.5 K, we reduce the 

heat capacity by a factor of  200 3 ,  



2003, 

which is a factor of 8 million! This is a colossal reduction, and it's the 

primary reason these detectors are operated at cryogenic temperatures. 

The phonon population, and thus the lattice heat capacity, becomes tiny. 
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Having minimized the heat capacity  C 𝐶, the next critical design principle is 

to minimize the thermal conductance,  G 𝐺. Remember,  G 𝐺 represents 

the heat leak to the cold reservoir. To get a large temperature rise, we need 

to make this leak as small as possible—we need superb thermal isolation. 

How do we achieve this? The slide lists two key strategies. First, we 

employ long, thin suspension leads or membranes made of a material with 

very low thermal conductivity. Think of the supports holding the tiny 

detector chip. If we make them long and skinny, we increase their thermal 

resistance, which is equivalent to decreasing their thermal conductance. 

Materials like certain stainless steel alloys or specialized polymers are 

often used for this. 

Second, we must surround the entire assembly with a high vacuum. Any 

residual gas molecules would create a conduction path, carrying heat away 

from the bolometer. By placing it in a vacuum, we eliminate gas conduction, 

leaving only conduction through the solid support leads and radiation, 

which is very small at these low temperatures. 

Finally, there's a crucial practical consideration. A bolometer is not just a 

passive piece of material; we need to measure its temperature. This is 

typically done by measuring its electrical resistance. So, we need to attach 



electrical wires to it. The final bullet point makes a critical point: we must 

maintain this electrical readout capability without adding significant extra 

heat capacity  C 𝐶 or thermal conductance  G 𝐺. This is a major 

engineering challenge. The wires themselves have heat capacity and 

conduct heat. So, they must be extremely fine, and often made of 

superconducting materials below their transition temperature to minimize 

both electrical resistance and thermal conductance. It's a delicate 

balancing act. 
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This slide gives us a cut-away diagram of a real bolometer assembly, 

putting all the design principles we just discussed into a visual context. 

Let’s walk through the components. 

At the very center, we see the heart of the detector: the Doped Si (Silicon) 

Crystal. This is our active element. It serves two roles: it’s the absorber that 

thermalizes the energy from the incoming molecules, and its resistance 

changes with temperature, making it a thermistor. As the label notes, its 

volume is minimized to minimize the heat capacity,  C 𝐶. 

The incoming radiation, which in our case is a beam of molecules, is shown 

by the dashed red arrow. The text notes this is  N 𝑁 particles, carrying the 

excitation energy. 

How do we measure the resistance of the silicon chip? We need electrical 

connections. These are the Gold Wire Bonds shown as thin yellow arches. 

These are the electrical readout leads. They are made as fine as possible 

to minimize their contribution to  C 𝐶 and  G 𝐺. 



The silicon chip itself is mounted on a larger, flat plate, the Sapphire 

Substrate. We’ll discuss the reason for this later, but sapphire is chosen for 

its excellent thermal properties at low temperatures. 

Now, how is this substrate connected to the main cold part of the system? 

Through the Weak Thermal Link. The diagram shows these as two thin 

posts. The label explicitly states their purpose: “e.g. thin leads, minimised  

G 𝐺”. This is our engineered low thermal conductance path. 

This entire assembly is connected to the large grey block at the bottom, 

which is the Cold Finger or Heat Sink. This is the part of the cryostat that is 

maintained at a very stable, very low temperature, noted here as  T 𝑇 

approximately 1.5 Kelvin. This is our  T naught 𝑇naught, the cold reservoir. 

Finally, and crucially, the entire assembly is enclosed in a vacuum. The 

label “Assembly in Vacuum” points out that this eliminates gas conduction 

as a heat loss mechanism. 

This diagram beautifully integrates all the concepts: a low- C 𝐶 detector, 

connected via a high- G 𝐺 (low thermal resistance) substrate to a low- G 𝐺 

(high thermal resistance) weak link, all anchored to a stable cold sink and 

isolated by vacuum. 
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This slide delves into the practical details of the cryostat and mechanical 

construction needed to achieve and maintain the extremely low 

temperatures required for the bolometer to function. 



First, let’s talk about the cryostat. Achieving  1.5 K 1.5 K is not a single-step 

process. We use a multi-stage cryostat. 

Step 1: The outermost layer is a tank of liquid nitrogen,  N 2 𝑁2, which boils 

at  77 K 77 K. This liquid nitrogen is used to cool an outer radiation shield. 

This shield intercepts most of the thermal radiation (blackbody radiation) 

coming from the  300 K 300 K room-temperature walls of the vacuum 

chamber. This dramatically reduces the heat load on the colder, inner 

stages. 

Step 2: Inside the liquid nitrogen shield, there is an inner tank filled with 

liquid helium,  H e He. Liquid helium boils at  4.2 K 4.2 K at atmospheric 

pressure. This stage cools an inner radiation shield and provides the base 

temperature for the final stage. 

Step 3: To get below  4.2 K 4.2 K, we actively pump on the liquid helium 

bath. By reducing the pressure above the liquid, we lower its boiling point. 

A “pumped-He stage” can readily reach temperatures of approximately  1.5 

K 1.5 K. This is the cold finger to which our bolometer is ultimately attached. 

Next, radiation shielding is absolutely paramount. Even with the cooled 

shields, we need to let our molecular beam into the detector. This means 

there are holes, or apertures. Any  300 K 300 K surface that has a direct 

line-of-sight to the detector will flood it with infrared radiation, swamping our 

tiny signal. To prevent this, the apertures are carefully designed and their 

surfaces are coated with special “cold blackened” materials. These 

surfaces are highly absorbing to thermal radiation, and since they are 

cooled to cryogenic temperatures themselves, they re-radiate very little 

power, effectively blocking the  300 K 300 K IR from the chamber walls. 
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Here we address a few more practical engineering challenges and their 

clever solutions. 

The first point highlights a problem of scale. The sensitive bolometer chip 

we've designed is very small, perhaps 0.5 millimeters by 0.5 millimeters. 

This is to keep its heat capacity  C 𝐶 low. However, a typical molecular 

beam might be 3 millimeters in diameter. If we just place our tiny chip in 

this wide beam, we'd only be intercepting a small fraction of the molecules, 

throwing away most of our potential signal. 

The solution is elegant. We glue the small, sensitive chip onto a larger 

plate, a 3 millimeter by 3 millimeter by 0.1 millimeter sapphire plate. This 

larger plate now intercepts the entire molecular beam. Why sapphire? The 

slide explains its two crucial properties. First, sapphire has a very high 

Debye temperature. This means that even at cryogenic temperatures, its 

lattice is very 'stiff', and its heat capacity  C 𝐶 remains very low. So, we can 

add this larger plate without significantly increasing the total heat capacity 

of the detector assembly. Second, sapphire is an excellent thermal 

conductor at these low temperatures. So, when a molecule hits anywhere 

on the sapphire plate, the heat quickly and efficiently spreads across the 

plate to the small sensor chip, which then registers the temperature 

change. The sapphire plate acts as a larger "antenna" for the heat, 

funneling it to the tiny, sensitive detector element. 

Finally, another practical issue: microphonic noise. Any mechanical 

vibrations in the cryostat or the lab can cause the delicate bolometer 



assembly to vibrate. This can generate spurious heat through friction or 

stress, or create noise in the electrical readout. To combat this, the entire 

experimental setup must be carefully designed with mechanical vibration 

damping to avoid this microphonic noise, ensuring that the only signal we 

see is from the molecules we're studying. 
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We've established that the signal is a temperature rise,  Δ T 𝛥𝑇. Now, how 

do we convert this temperature change into a usable electrical signal, like a 

voltage? This slide introduces the method: Electrical Read-Out via 

Resistance Thermometry. The goal is to map  Δ T 𝛥𝑇 to a voltage. 

The first step is to pass a small, constant bias current, which we'll call 

lowercase  i 𝑖, through the sensor. The sensor, our doped silicon chip, has 

a resistance, capital  R 𝑅, that is a strong function of temperature,  T 𝑇. We 

write this as  R ( T ) 𝑅(𝑇). 

According to Ohm’s Law, the voltage, capital  U 𝑈, across the sensor will 

be the product of its resistance and the current flowing through it. So we 

have the simple relation: 

 U = R ( T ) i .  

𝑈 = 𝑅(𝑇) 𝑖. 

Now, when a molecule hits the bolometer, its temperature changes from 

the base temperature  T n a u g h t 𝑇naught to  T n a u g h t + Δ T 𝑇naught +

𝛥𝑇. This causes the resistance to change, which in turn causes the voltage  

U 𝑈 to change. 



For a very small temperature rise  Δ T 𝛥𝑇, which is what we expect for our 

weak signals, we can use a first-order Taylor expansion to approximate the 

change in resistance. We are interested in how the voltage changes in 

response to  Δ T 𝛥𝑇. 
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Let's perform that first-order expansion to find the change in voltage,  Δ U 

𝛥𝑈. The change in voltage  Δ U 𝛥𝑈 will be the change in resistance,  Δ R 

𝛥𝑅, times the bias current  i 𝑖. And the change in resistance  Δ R 𝛥𝑅 is 

approximately the rate of change of resistance with temperature,  d R d T 

𝑑𝑅

𝑑𝑇
, evaluated at the operating temperature, multiplied by the small 

temperature change,  Δ T 𝛥𝑇. 

This gives us the crucial relationship for our signal voltage: 

 Δ U ≈ i d R d T Δ T  

𝛥𝑈 ≈ 𝑖 
𝑑𝑅

𝑑𝑇
 𝛥𝑇 

This equation tells us that the output voltage signal,  Δ U 𝛥𝑈, is proportional 

to the temperature change,  Δ T 𝛥𝑇. The constant of proportionality,  i d R d 

T 𝑖 
𝑑𝑅

𝑑𝑇
, depends on our bias current and, most importantly, on how strongly 

the sensor's resistance changes with temperature. 

Now we can define a key figure of merit for the entire system: the 

Responsivity, denoted by a script capital  S 𝒮. Responsivity is defined as 

the output signal per unit of absorbed input power. In our case, that's the 

voltage change  Δ U 𝛥𝑈 divided by the input power  N h ν 𝑁ℎ𝜈. 



Let's write this out: 

 S = Δ U N h ν  

𝒮 =
𝛥𝑈

𝑁ℎ𝜈
 

We can substitute our expressions for  Δ U 𝛥𝑈 and for  Δ T 𝛥𝑇 (which was  

N h ν G 
𝑁ℎ𝜈

𝐺
). This gives: 

 S = i d R d T Δ T G Δ T  

𝒮 =
𝑖 
𝑑𝑅
𝑑𝑇

 𝛥𝑇

𝐺 𝛥𝑇
 

The  Δ T 𝛥𝑇 terms cancel out, leaving a beautiful and compact expression 

for the responsivity: 

 S = i G d R d T  

𝒮 =
𝑖

𝐺
 
𝑑𝑅

𝑑𝑇
 

This equation is the ultimate guide to optimizing our detector. To get the 

highest responsivity (the biggest voltage signal for the smallest input 

power), we need a large bias current  i 𝑖, a small thermal conductance  G 

𝐺, and a sensor material with a very large  d R d T 
𝑑𝑅

𝑑𝑇
. 

This leads to the optimization criteria listed at the bottom. 

First, we need a material with a large  d R d T 
𝑑𝑅

𝑑𝑇
. The resistance-versus-

temperature curve should be as steep as possible at our operating point. 



Second, we need to choose the bias current  i 𝑖 carefully. A larger  i 𝑖 gives 

more signal, but there's a trade-off. A large current will cause Joule heating 

( I 2 R 𝐼2𝑅), which can heat the bolometer on its own, an effect called self-

heating. It also increases the fundamental thermal noise known as Johnson 

noise in the resistor. So, we need to use a moderate bias current that gives 

a good signal without being dominated by these adverse effects. 
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Given our optimization criteria, especially the need for a large  d R / d T 

𝑑𝑅/𝑑𝑇, what materials should we choose for our sensor? This slide 

discusses the primary material choices for the temperature-sensitive 

resistor,  R ( T ) 𝑅(𝑇). 

The first option, and the one we've seen in the diagrams, is doped 

semiconductors. Examples include silicon doped with phosphorus (Si:P) or 

germanium doped with gallium (Ge:Ga). These are operated at very low 

temperatures, typically in the 1 to 4 Kelvin range. At these temperatures, 

the resistance of a doped semiconductor exhibits a strong, exponential 

dependence on temperature. An exponential  R ( T ) 𝑅(𝑇) curve means 

that its derivative,  d R / d T 𝑑𝑅/𝑑𝑇, is also very large and exponential. This 

provides the huge  d R / d T 𝑑𝑅/𝑑𝑇 value we need for high responsivity. 

This is a robust, relatively simple, and very effective technology. 

A second, more advanced option is to use Superconducting Transition-

Edge Sensors, or TES. A TES is a thin film of a superconducting material. 

The key idea is to operate it at a temperature  T 𝑇 that is precisely at its 

superconducting transition temperature,  T c 𝑇c. At  T c 𝑇c, the material is in 



the process of transitioning from its normal resistive state to its zero-

resistance superconducting state. In this narrow transition region, the 

resistance  R ( T ) 𝑅(𝑇) plummets from a finite value to zero over a tiny 

temperature range. 

This means that within this transition region, the  R ( T ) 𝑅(𝑇) curve is 

incredibly steep—almost vertical. This results in an even steeper  d R / d T 

𝑑𝑅/𝑑𝑇 than what is achievable with doped semiconductors, offering 

potentially much higher responsivity. 

However, there is a catch. To exploit this extremely steep slope, you must 

keep the sensor's operating temperature locked precisely within that 

narrow transition edge. This requires an active electronic feedback system 

to constantly adjust the bias and keep  T 𝑇 locked to  T c 𝑇c. So, while TES 

devices offer superior performance, they come with a significant increase in 

complexity. 
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So, we have a choice between doped silicon and a Transition-Edge 

Sensor. This slide summarizes the trade-offs. 

A Transition-Edge Sensor, or TES, gives the highest possible responsivity. 

That extremely sharp, almost vertical drop in resistance at the transition 

temperature  T c 𝑇c provides an enormous  d R d T 
𝑑𝑅

𝑑𝑇
. However, this 

performance comes at the cost of complexity. It requires an elaborate and 

stable temperature control and feedback system to keep the device biased 

exactly on that knife's edge. 



On the other hand, a doped-silicon bolometer is much simpler to 

implement. While its  d R d T 
𝑑𝑅

𝑑𝑇
 isn't as fantastically large as a TES, its 

exponential dependence is still very strong and provides excellent 

sensitivity. As the slide notes, it is sufficiently sensitive to detect input 

powers on the order of, or even less than,  10 − 14 10−14 W. That's  10 fW 

10 fW. This level of sensitivity is more than adequate for a wide range of 

challenging spectroscopic experiments. 

For many applications, the robustness and simplicity of the doped-Si 

system make it the more practical choice, unless absolute, ultimate 

sensitivity is required, justifying the complexity of a TES system. 
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This graph provides a powerful visual comparison of the two material types 

we’ve just discussed, plotting Sensor Resistance versus Temperature. 

The vertical axis is Resistance,  R 𝑅, in arbitrary units, and the horizontal 

axis is Temperature,  T 𝑇, in Kelvin. 

Let’s first look at the blue curve, which represents the Doped 

Semiconductor, specifically Si:P or Silicon doped with Phosphorus. You 

can see that as the temperature decreases from right to left, the resistance 

rises exponentially. It’s a smooth, steep curve. An operating point is shown 

at around 1.5 Kelvin. At this point, the curve is very steep. The diagram 

illustrates this by showing a small temperature change,  Δ T 𝛥𝑇, which 

causes a large corresponding change in resistance,  Δ R 𝛥𝑅. The slope of 



the curve at this point,  d R d T 
𝑑𝑅

𝑑𝑇
, is labeled as “large”. This is the behavior 

we exploit in a semiconductor bolometer. 

Now, look at the red curve, which represents the Transition-Edge Sensor, 

or TES. For temperatures above its critical temperature,  T c 𝑇c, which is 

shown here at 3 Kelvin, the material is in its normal state and has a 

constant, finite resistance. Below  T c 𝑇c, it’s superconducting and has zero 

resistance. The magic happens right at  T c 𝑇c. The resistance plummets 

from its full value to zero over an extremely narrow temperature range. This 

transition region is shown as a nearly vertical line. If we operate the sensor 

right in the middle of this transition, even an infinitesimally small 

temperature change  Δ T 𝛥𝑇 will produce a very large change in resistance  

Δ R 𝛥𝑅. The slope  d R d T 
𝑑𝑅

𝑑𝑇
 here is labeled “very large”. 

This graph makes the trade-off crystal clear. The TES offers a much 

steeper slope and therefore higher potential responsivity, but you have to 

stay exactly on that vertical line. The doped semiconductor offers a very 

respectable, large slope over a much broader temperature range, making it 

easier to operate. 
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Let's now put some real numbers to this and get a feel for the achievable 

sensitivity. This slide provides a numerical estimate. 

First, experimentalists have measured the minimum detectable heat rate, 

or power, for these types of bolometers. This is often called the Noise-

Equivalent Power, or NEP. A typical value for a well-designed system is 



given here. The minimum  d Q d t 
𝑑𝑄

𝑑𝑡
 is approximately  10 − 14 10−14 Watts. 

That's 10 femtowatts. This is an astonishingly small amount of power. 

Now, let's translate this power into something more intuitive: the number of 

photons per second. Let's take an example. Suppose we are doing 

spectroscopy in the mid-infrared region, using a laser with a wavelength of 

10 micrometers. This corresponds to a laser frequency,  ν 𝜈, of  3 × 10 13 

3 × 1013 Hertz. 

We can calculate the energy of a single photon using  E = h ν 𝐸 = ℎ𝜈. The 

Planck constant  h ℎ is about  6.6 × 10 − 34 6.6 × 10−34 Joule-seconds. 

Multiplying these gives an energy per photon of approximately  2 × 10 − 20 

2 × 10−20 Joules. 

So, if our minimum detectable power is  10 − 14 10−14 Watts (which is 

Joules per second), and each photon carries  2 × 10 − 20 2 × 10−20 Joules, 

we can find the minimum number of photons per second we need to detect. 
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This slide carries out the calculation for the minimum number of absorbed 

photons per second, which we'll call  N min 𝑁min. 

 N min 𝑁min is equal to the minimum detectable power divided by the 

energy per photon. Plugging in the numbers from the previous slide: 

 N min = 10 − 14 J / s 2 × 10 − 20 J  

𝑁min  =  
10−14 J/s

2 × 10−20 J
 



This gives a result of  5 × 10 5 5 × 105 photons per second. That's five 

hundred thousand photons per second. While this might sound like a large 

number, in the world of spectroscopy, this is an incredibly small photon flux, 

highlighting the extreme sensitivity of the technique. 

Now, let's put this into the context of an actual absorption experiment. The 

final bullet point provides a stunning conclusion. Consider a typical 

molecular beam with a density,  n 𝑛, of about  10 10 1010 molecules per 

cubic centimeter, and a laser interaction path length,  L 𝐿, of about 1 

centimeter. Detecting  N min 𝑁min photons per second under these 

conditions corresponds to measuring a fractional absorption of less than  

10 − 6 10−6. That's less than one part per million! 

Measuring a one-in-a-million absorption by looking for the tiny decrease in 

a powerful transmitted laser beam (a direct transmission measurement) is 

exceedingly difficult, if not impossible, due to laser power fluctuations. 

However, for optothermal detection, this is a "background-free" technique. 

We are only measuring the signal from the absorbed photons, not a small 

change on top of a large background. Therefore, a fractional absorption 

that is unattainable by direct transmission measurement becomes, as the 

slide says, trivial for optothermal detection. This is the ultimate justification 

for this complex but powerful method. 
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Given the incredible sensitivity we have, can we do even better? Of course. 

The goal is always to maximize the signal, which is proportional to  N 𝑁, 

the number of excited molecules.  N 𝑁 is proportional to the number of 



absorbed photons. How can we increase the number of absorbed photons? 

One way is to increase the laser power, but that has limits. A more clever 

way is to increase the effective path length over which the laser and 

molecules interact. This slide introduces the concept of enhancing 

absorption using multiple-pass cells. 

The idea is simple but effective. Instead of passing the laser beam through 

the molecular beam just once, we use a pair of mirrors to reflect the beam 

back and forth through the interaction region many times. The slide shows 

a simple configuration with a straight 90-degree reflector pair. The laser 

beam traverses the interaction region  N pass 𝑁pass times, where  N pass 

𝑁pass is the number of passes. 

This increases the effective path length. The new effective path length,  L 

eff 𝐿eff, is given by: 

 L eff = N pass L geom ,  

𝐿eff = 𝑁pass𝐿geom, 

where  L geom 𝐿geom is the geometric path length of a single pass through 

the molecular beam. 

The key advantage of a well-designed multipass cell, like a Herriott cell or a 

White cell, is that it's relatively alignment tolerant. The multiple beams all 

spatially overlap within the same volume, ensuring they all interact with the 

same molecules in the molecular beam. This is a simple and robust way to 

significantly boost our signal. 
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So, what kind of enhancement can we realistically expect from a multiple-

pass cell? 

This slide gives us some typical numbers. A typical value for  N p a s s 

𝑁pass, the number of passes, can be in the range of 10 to 30. This is easily 

achievable with a simple set of mirrors. 

This directly translates into a signal boost of more than a factor of 10. We 

have effectively made our experiment 10 times more sensitive just by 

adding two mirrors. 

Crucially, this signal boost comes with negligible added noise. The 

fundamental noise of the experiment is determined by the bolometer and 

the electronics. Simply making the laser pass through the sample more 

times doesn't add any significant new noise source. So, the signal-to-noise 

ratio, the SNR, is boosted by roughly the same factor as the signal itself. 

This is a very powerful and efficient way to improve the performance of our 

spectrometer. 
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This diagram illustrates the concept of a multiple-pass cell for enhancing 

absorption. 

In the center, we see the molecular beam, represented by the light blue 

vertical column. It's noted as having a typical diameter of, for example, 3 

millimeters. 

On either side of the molecular beam, we have Mirror 1 and Mirror 2. 



A laser beam, shown in red, enters from the left (“Laser In”). It passes 

through the molecular beam and strikes Mirror 2. Mirror 2 is angled slightly 

to reflect the beam back towards Mirror 1, but at a different vertical position. 

The beam then crosses the molecular beam again, hits Mirror 1, and is 

reflected back towards Mirror 2. This process repeats. The diagram shows 

the beam making four passes through the molecular beam before it finally 

exits on the left (“Laser Out”). 

Each time the laser traverses the molecular beam, it has another chance to 

be absorbed by the molecules. The total interaction is amplified. 

At the bottom, the key equation is repeated: The Effective Path Length,  L e 

f f 𝐿eff, is equal to  N p a s s 𝑁pass, the number of passes, times  L g e o m 

𝐿geom, the geometric width of the molecular beam. This simple optical 

arrangement provides a significant and straightforward enhancement to the 

absorption signal. 
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While multiple-pass cells are effective, we can push the enhancement even 

further by moving beyond simple multipass optics to Optical Enhancement 

Cavities. 

Instead of just bouncing a beam back and forth, we build a resonant optical 

cavity, specifically a linear Fabry–Pérot cavity. This is constructed using 

two highly reflective, typically spherical, mirrors aligned to face each other. 

When the laser frequency is precisely matched to a resonance frequency of 

this cavity, something remarkable happens: constructive interference leads 



to a huge buildup of light intensity inside the cavity. The power inside the 

cavity can be many times greater than the power of the laser we are 

injecting. 

This enhancement is characterized by a dimensionless factor, script  F ℱ, 

known as the Finesse of the cavity. The Finesse is a measure of the quality 

of the cavity and is directly related to the reflectivity of the mirrors. For high-

reflectivity mirrors, the Finesse can be very large, in the thousands or even 

tens of thousands. 

The intracavity power,  P c a v 𝑃cav, is related to the input laser power,  P i n 

𝑃in, by the equation: 

 P c a v = F P i n .  

𝑃cav  =  ℱ 𝑃in . 

By placing our molecular beam inside this high-finesse cavity, we expose 

the molecules to a much, much higher laser intensity than we could 

otherwise, dramatically increasing the absorption rate  N 𝑁. 

There is an important design consideration: for maximum interaction, we 

need to match the geometry of the laser beam inside the cavity to the 

geometry of the molecular beam. The laser beam inside a stable cavity 

forms a Gaussian beam with a minimum radius called the waist,  w n a u g 

h t 𝑤naught. The final point notes that we should design the cavity to match 

this waist radius  w n a u g h t 𝑤naught to the molecular beam radius,  r b e a 

m 𝑟beam, to ensure optimal overlap and maximum signal. 
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high-finesse enhancement cavity 

imposes several stringent technical 

requirements. 

First, to efficiently couple light into a resonant cavity and excite only its 

fundamental mode, we need a very clean, high-quality laser beam. The 

best way to achieve this is to inject the laser light through a single-mode 

optical fiber. This acts as a perfect spatial filter, producing a pure Gaussian 

beam profile, known as the TEM-zero-zero mode. 

Second, this clean Gaussian beam must be carefully guided into the cavity. 

We use a mode-matching lens system. This is a set of lenses whose focal 

lengths and positions are calculated to transform the output beam from the 

fiber into a beam that has the exact right size and curvature to match the 

cavity’s own fundamental eigenmode. Proper mode-matching is essential 

for achieving high power buildup. 

Third, a high-finesse cavity has extremely narrow resonance peaks. Any 

small drift in the laser’s frequency or a tiny change in the cavity’s length will 

cause the system to fall out of resonance, and the power buildup will 

vanish. To combat this, we need an active feedback system. A common 

method is to mount one of the cavity mirrors on a piezo-actuator. A small 

amount of light transmitted through the end mirror is sent to a 

photodetector. This signal is fed into an electronic feedback loop (like a 



Pound-Drever-Hall lock) that generates a correction voltage for the piezo. 

This feedback system constantly adjusts the mirror position to keep the 

cavity length perfectly locked in resonance with the laser frequency, 

ensuring maximum, stable power enhancement. 
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This detailed diagram shows a complete setup for Optical Enhancement 

Cavity spectroscopy. Let's trace the beam path and the components. 

On the far left, the process begins with injecting the laser light via a single-

mode fiber. This produces the clean  T E M 00 𝑇𝐸𝑀00 mode. The light then 

passes through a mode-matching lens system, which prepares the beam 

for injection into the cavity. 

The cavity itself is a High-Finesse Linear Fabry-Pérot Cavity, formed by an 

Input Mirror and an Output Mirror. The laser light enters through the input 

mirror. The red region shows the intense, built-up light field inside the 

cavity. Notice the characteristic shape of a Gaussian beam, with its 

narrowest point, the waist  w 0 𝑤0, at the center. 

The molecular beam, with radius  r beam 𝑟beam, is shown passing vertically 

through the center of the cavity, right at the waist, ensuring maximum 

overlap and interaction with the high-intensity light. 

On the right side, the output mirror is mounted on a piezo-actuated mount. 

A small fraction of the intracavity light leaks through this mirror and is 

detected by a photodetector. The signal from this detector goes to the 

Feedback Electronics. This electronic module processes the signal and 



sends a control voltage back to the piezo-actuated mirror, creating the 

locking loop that keeps the cavity on resonance. 

At the bottom, the core principle is summarized: The resonant power 

buildup factor, script  F 𝐹 (or  A 𝐴 in this diagram's notation), which is the 

finesse, enhances the intracavity intensity. The equation  P cav = F ⋅  P in 

𝑃cav = 𝐹 ⋅ 𝑃in quantifies this enormous signal boost. This entire 

sophisticated arrangement is designed for one purpose: to maximize the 

number of photon absorption events within the molecular beam. 
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We've discussed how to maximize the signal. Now let's talk about how to 

minimize the noise. A crucial technique for this is Temporal Modulation, 

combined with a Lock-In Strategy. 

The first step is to chop the excitation laser at a specific frequency,  f chop 

𝑓chop, using a mechanical chopper or by modulating the laser's power 

directly. A typical chopping frequency range is between 100 and 1000 

Hertz. This means our heat signal on the bolometer is no longer a DC 

offset, but an AC signal oscillating at  f chop 𝑓chop. 

Why do we do this? The answer lies in the second point: we use phase-

sensitive detection with a lock-in amplifier. A lock-in amplifier is an 

instrument that can extract a signal of a specific frequency and phase from 

a very noisy environment. By referencing the amplifier to the laser chopping 

frequency  f chop 𝑓chop, we can selectively amplify our signal while rejecting 

noise at all other frequencies. This is incredibly powerful. As the slide 

notes, it effectively rejects several major noise sources: 



*  1 / f 1/𝑓 electronic noise: This is a type of noise whose power is inversely 

proportional to frequency. It's very large at low frequencies (DC) but falls off 

at higher frequencies. By modulating our signal to a few hundred Hertz, we 

move it away from the noisy  1 / f 1/𝑓 region. * Mechanical vibrations: 

These typically occur at low frequencies (a few Hertz to tens of Hertz). Our 

higher chopping frequency makes our signal immune to them. * 

Background thermal drift: Slow changes in the cryostat temperature or 

background radiation are very slow, DC-like drifts. The lock-in amplifier 

completely rejects these. 

Now, what is the optimum chopping frequency? We have a new condition. 

We already said that  f chop 𝑓chop must be much less than  1 2 π τ bolo 

1

2𝜋𝜏bolo
 to get a good response. But there's another constraint. The 

modulation must be slow compared to the time it takes for the molecules to 

travel from the laser to the detector. This is the beam transit rate. So we 

have a two-sided condition for the optimum Signal-to-Noise Ratio: 

 f chop > 1 2 π τ bolo but f chop ≪ (beam transit rate) .  

𝑓chop >
1

2𝜋𝜏bolo

 but 𝑓chop ≪ (beam transit rate). 

Correction: There appears to be a typo in the slide here. To be in the quasi-

steady regime, as we established on Paage 17,  f chop 𝑓chop should be less 

than  1 2 π τ bolo 
1

2𝜋𝜏bolo
. Let me restate the correct conditions. We want  f 

chop 𝑓chop to be high enough to be out of the  1 / f 1/𝑓 noise band, but low 

enough that the bolometer has time to respond. So the condition  f chop > 

1 2 π τ bolo 𝑓chop >
1

2𝜋𝜏bolo
 seems contradictory with earlier slides. Let's re-



examine this. Ah, I see the nuance. Chopping faster than the bolometer 

thermal time constant attenuates the signal amplitude, but can be 

advantageous if the noise drops off even faster with frequency. However, 

for a simple lock-in strategy aiming for maximum signal amplitude, you'd 

typically chop slower than  1 τ bolo 
1

𝜏bolo
. But for optimal SNR, the best 

frequency is often a bit higher, in a sweet spot where the  1 / f 1/𝑓 noise is 

low but the signal isn't too attenuated. Let's assume for this discussion the 

slide is emphasizing getting away from low-frequency noise. A more 

complete picture is a trade-off. 
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Let's put some numbers to the chopping frequency condition. 

The slide gives an example. A typical bolometer time constant,  τ bolo 𝜏bolo, 

might be around 3 milliseconds. 

If we take the condition  f chop > 1 2 π τ bolo 𝑓chop >
1

2𝜋𝜏bolo
, and plug in  τ 

bolo = 3 𝜏bolo = 3 milliseconds, we find that  f chop 𝑓chop should be greater 

than approximately 50 Hertz. 

This tells us that chopping at a standard frequency like 100 or 200 Hertz is 

a good choice. It's well above the 50 Hertz threshold, moving us out of the 

dominant low-frequency  1 / f 1/𝑓 noise and mechanical vibration regimes, 

while still being slow enough to allow for significant signal generation and to 

be well below typical beam transit rates. This confirms that our choice of 

100 to 1000 Hertz from the previous slide is a very sensible and practical 

range for these experiments. 
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It's always important to place a technique in context. How does optothermal 

spectroscopy compare with other common spectroscopic methods? This 

slide begins a comparison with other Doppler-limited techniques. 

First, let's consider Fourier-Transform Infrared, or FTIR, spectroscopy. 

FTIR is a powerhouse for survey spectra. Its great advantage is the 

"multiplex" or Fellgett advantage: it measures all frequencies in a broad 

band simultaneously, leading to fast data acquisition. However, its 

resolution is fundamentally limited. In a typical setup using a gas cell, the 

resolution is limited by two main factors: the divergence of the beam within 

the interferometer, and, more importantly, pressure broadening due to 

collisions in the cell. Even in a high-resolution instrument, achieving better 

than, say,  0.1   c m − 1 0.1 cm−1 is challenging. It cannot achieve the 

collision-free, sub-Doppler conditions of a molecular beam experiment. 

Next, we have Optoacoustic spectroscopy, which we've already discussed 

as a motivation for our current method. It can be very sensitive when used 

with a gas cell at moderate pressure and room temperature ( 300   K 

300 K). In these conditions, collisional energy transfer is very efficient, 

generating a strong acoustic signal. However, as we've established, it is 

fundamentally not applicable to collision-free molecular beams. It's the 

wrong tool for that specific job. 

So, FTIR lacks the resolution and the collision-free environment, and 

optoacoustic detection doesn't work in a beam at all. This carves out a 

specific niche where a new technique is required. 



Page 39: 

Now let's look at the advantages of our current method, Optothermal 

spectroscopy, in this comparison. 

The first point is the most important: Optothermal detection in a molecular 

beam achieves Doppler-free or, at worst, Doppler-limited resolution. The 

final spectral resolution is set solely by the intrinsic properties of our 

experiment: the linewidth of our laser and the residual Doppler broadening 

due to any small divergence in the molecular beam. By using a highly 

collimated beam (by skimming it) and a narrowband laser, we can achieve 

extremely high resolution, far surpassing what's possible with FTIR or cell-

based techniques. 

The second point speaks to its incredible sensitivity. The slide notes that a 

signal-to-noise ratio, SNR, of greater than 1000 has been demonstrated. 

And this isn't on a strong, fundamental transition. This was achieved on 

weak overtone bands of ethylene,  C 2 H 4  

. Overtone transitions are typically orders of magnitude weaker than 

fundamental vibrations. The ability to get such a high-quality spectrum on 

such a weak transition is a testament to the phenomenal sensitivity of the 

optothermal technique. It opens the door to studying a whole class of 

molecular transitions that were previously inaccessible. 
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This graph provides a stunning visual comparison of the performance of 

FTIR, Optoacoustic, and Optothermal spectroscopy for the same spectral 



region. The data shown is for a ro-vibrational band of Ethylene,  C 2 H 4 

C2H4. 

The horizontal axis is wavenumber in inverse centimeters, from  1889 1889 

to  1891 1891. The vertical axis is the signal in arbitrary units. 

First, look at the broad, lumpy blue trace. This is the FTIR spectrum. As 

labeled, its resolution is about  0.5   c m − 1 0.5 cm−1, and the signal-to-

noise ratio is about 50. You can see it barely resolves the coarse structure 

of the absorption band. This is typical for a standard FTIR instrument. 

Next, look at the orange trace at the bottom. This is the Optoacoustic 

spectrum. It's a significant improvement. The resolution is now about  0.01   

c m − 1 0.01 cm−1, which is Doppler-limited for ethylene in a cell at room 

temperature. The SNR is much better, around 300. We can now resolve 

individual rotational lines, but they are still broadened by the Doppler effect. 

Finally, look at the sharp, green spikes. This is the Optothermal spectrum, 

the result of the technique we are discussing. The difference is 

breathtaking. The resolution is less than  0.001   c m − 1 0.001 cm−1—this 

is sub-Doppler! We are resolving features that are completely blurred out in 

the other techniques. The signal-to-noise ratio is enormous, greater than 

1000. 

Each of these sharp green lines corresponds to a single, well-defined 

quantum transition in the cold, isolated ethylene molecules. The arrows 

show how a single, unresolved lump in the FTIR spectrum is revealed to be 

a complex forest of sharp lines by the optothermal method. This graph is 

the ultimate proof of the power and superiority of optothermal spectroscopy 

for high-resolution studies in molecular beams. 
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Now let's generalize the core concept. Optothermal spectroscopy is part of 

a broader family of techniques known as Photothermal and Thermal-Wave 

methods. 

The key generalization is this: any periodic light-induced heating in a 

material will generate a propagating temperature field. This oscillating 

temperature field is known as a thermal wave. Our optothermal bolometer 

was detecting the energy carried by individual molecules, but we can also 

detect these thermal waves in condensed matter. 

A classic example is a solid-state surface experiment, often called 

Photothermal Deflection Spectroscopy. The slide outlines the process in 

three steps: 

1. A short, intense "pump" laser pulse illuminates a tiny, micrometric spot 

on a solid surface. This absorbed light instantly heats the spot. 2. This 

localized heat then begins to diffuse outwards into the material, following 

the heat equation. This heating causes the material to expand via thermal 

expansion. This creates a tiny, transient "bulge" or bump on the surface. 3. 

We then use a second, low-power "probe" laser beam, often from a simple 

Helium-Neon laser, and bounce it off the surface near the heated spot. As 

the surface bulges, the slope of the surface changes, which causes the 

reflected probe beam to be deflected. The deflection angle is proportional 

to the surface slope. 

By measuring this tiny deflection of the probe beam, we can detect the 

initial absorption of the pump pulse. It's another ingenious way of 



converting absorbed photon energy into a measurable signal—in this case, 

a mechanical one. 
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Continuing with the Photothermal Deflection technique, what can we do 

with it? 

Just as with our bolometer experiment, we can make the pump laser 

tunable. By tuning the wavelength of the pump laser and recording the 

corresponding deflection of the probe beam, we can record the absorption 

spectrum of the material. 

What makes this particularly powerful is its surface sensitivity. The heat 

from the absorbed light is concentrated near the surface. This allows us to 

measure the absorption spectrum of, for example, an adsorbed molecular 

monolayer—a single layer of molecules stuck to the surface. 

Furthermore, because the process involves a time delay—the time it takes 

for the heat to diffuse and the bulge to form—we can study dynamics. By 

varying the time delay between the pump pulse and the probe pulse, we 

can record the spectrum in a time-resolved fashion. This allows us to study 

how the surface and the adsorbed molecules respond and relax after being 

excited by the pump laser. It's a powerful tool for surface science. 
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This diagram illustrates the time sequence of a pump-probe Photothermal 

Deflection Spectroscopy experiment on a solid surface. It's broken into 

three panels. 

Panel 1 shows the situation for time  t < 0 𝑡 < 0, before the pump pulse 

arrives. We see a solid surface, which is perfectly flat. A probe beam, 

identified as a He-Ne laser, reflects off the surface and hits a position-

sensitive detector. The reflected beam is at its undeflected, reference 

position. 

Panel 2 shows the moment of pump excitation, at  t ≈ 0 𝑡 ≈ 0. A strong 

pump pulse, shown as a dashed blue arrow, strikes the surface. This 

creates a region of localized heating right where the pump beam hits. The 

surface is still essentially flat at this instant. The probe beam is still 

reflecting from the same spot. 

Panel 3 shows what happens for time  t > 0 𝑡 > 0, after the pump pulse. 

This is the diffusion and deflection stage. The heat from the initial spot has 

started to diffuse outwards, creating a thermal wave. This heating has 

caused the surface to expand, forming a "thermal bulge". The surface is 

now curved. As the probe beam reflects off this curved surface, its 

reflection angle is changed. It is deflected. The diagram shows the reflected 

beam hitting a different spot on the detector, indicating a deflection angle  Δ 

Θ 𝛥𝛩. 

This deflection  Δ Θ 𝛥𝛩 is the measured signal. By tracking this deflection 

as a function of the pump laser's wavelength or the pump-probe time delay, 

we can perform spectroscopy and study dynamics on the surface. It's the 



same underlying physics as our main topic: absorbed photons lead to heat, 

which leads to a measurable signal. 
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Let's now briefly look at the mathematical model for this surface-based 

Thermal Wave Detection. 

The fundamental physics is governed by the heat diffusion equation. For a 

semi-infinite solid, where  z 𝑧 is the depth into the solid, the 1-D heat 

equation is given as: 

The partial derivative of Temperature  T 𝑇 (which is a function of position  z 

𝑧 and time  t 𝑡) with respect to time  t 𝑡, equals  D 𝐷 times the second 

partial derivative of  T 𝑇 with respect to  z 𝑧, plus a source term. The source 

term is the absorbed power per area,  P a b s ( t ) 𝑃𝑎𝑏𝑠(𝑡), divided by the 

material’s density  ρ 𝜌 times its specific heat  c p 𝑐p, all multiplied by a Dirac 

delta function,  δ ( z ) 𝛿(𝑧). 

 ∂ T ( z , t ) ∂ t = D ∂ 2 T ( z , t ) ∂ z 2 + P a b s ( t ) ρ c p δ ( z ) .  

∂𝑇(𝑧, 𝑡)

∂𝑡
= 𝐷

∂2𝑇(𝑧, 𝑡)

∂𝑧2
+
𝑃𝑎𝑏𝑠(𝑡)

𝜌 𝑐p

 𝛿(𝑧). 

Let's break down the terms. 

 D 𝐷 is the thermal diffusivity of the material, which governs how quickly 

heat spreads.  ρ 𝜌 is the mass density.  c p 𝑐p is the specific heat capacity. 

The delta function  δ ( z ) 𝛿(𝑧) signifies that we are assuming the laser 

energy is absorbed right at the surface,  z = 0 𝑧 = 0. 



Solving this equation gives us the temperature profile  T ( z , t ) 𝑇(𝑧, 𝑡) 

inside the material as a function of time. 

Now, how does this temperature profile create the surface bulge? The 

surface displacement,  Δ z ( t ) 𝛥𝑧(𝑡), is due to the thermo-elastic 

expansion of the heated material beneath it. It's given by the integral of the 

temperature profile over depth: 

 Δ z ( t ) 𝛥𝑧(𝑡) equals  α 𝛼 times the integral from zero to infinity of  T ( z , t ) 

𝑇(𝑧, 𝑡) with respect to  z 𝑧. 

 Δ z ( t ) = α ∫ 0 ∞ T ( z , t ) d z .  

𝛥𝑧(𝑡)  =  𝛼∫ 𝑇
∞

0

(𝑧, 𝑡) d𝑧. 

Here,  α 𝛼 is the linear thermal expansion coefficient of the material. This  Δ 

z ( t ) 𝛥𝑧(𝑡) gives the height of the surface bulge as a function of time. 
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Having calculated the surface displacement  Δ z 𝛥𝑧, we can now find our 

measurable signal, which is the deflection angle of the probe beam. 

The deflection angle, which we'll call  θ ( t ) 𝜃(𝑡), is proportional to the slope 

of the surface bulge at the point where the probe beam reflects. The slope 

is the spatial derivative of the displacement, so  θ ( t ) 𝜃(𝑡) is proportional to 

the partial derivative of  Δ z 𝛥𝑧 with respect to  x 𝑥 ( ∂ Δ z ∂ x 
∂𝛥𝑧

∂𝑥
), where  x 

𝑥 is the position along the surface. 



So, the chain of calculation is: solve the heat equation for  T ( z , t ) 𝑇(𝑧, 𝑡), 

integrate to get the displacement  Δ z ( t ) 𝛥𝑧(𝑡), and then differentiate to 

get the slope, which gives the signal  θ ( t ) 𝜃(𝑡). 

The final point on this slide brings us full circle. It emphasizes that this 

surface technique shares the same underlying physics as the optothermal 

beam detection we've spent most of our time on. The sequence is identical 

at a fundamental level: Absorbed photons lead to heat. This heat then 

leads to a secondary effect—either a temperature rise in a bolometer, or a 

mechanical bulge on a surface—which is then converted into a measurable 

electrical or mechanical signal. The specific implementation differs, but the 

core photothermal principle is the same. 

Page 46: 

Let's conclude by summarizing the key design guidelines for performing 

high-sensitivity optothermal spectroscopy. This is a synthesis of everything 

we've learned. 

First, the foundational requirement: we must ensure that the radiative 

lifetime,  τ r a d 𝜏rad, is greater than the molecule's flight time,  t f l i g h t 

𝑡flight. This ensures the energy gets to the detector. How can we help 

satisfy this condition? We can either minimize  d 𝑑, the flight distance, by 

placing the bolometer closer to the interaction region. Or, we can actively 

slow the molecules down. Techniques like seeding the molecular beam 

with a heavier carrier gas or using buffer-gas cooling can reduce the beam 

velocity,  v b e a m 𝑣beam, thus increasing the flight time and relaxing the 

requirement on the lifetime. 



Second, we must engineer the bolometer itself. The choice of material is 

critical. We need to choose materials that have a minimal heat capacity,  C 

𝐶, at the operating temperature,  T 𝑇. As we saw, this is achieved by using 

small volumes and operating at very low cryogenic temperatures. At the 

same time, we need the material to have a maximal  d R d T 
𝑑𝑅

𝑑𝑇
, a very 

steep resistance-versus-temperature curve, to get a large voltage signal. 

This is why doped semiconductors and transition-edge sensors are the 

materials of choice. 

Third, we must optimize the optical geometry to maximize  N 𝑁, the number 

of absorption events. This means getting as many photons to interact with 

as many molecules as possible. We can do this using a multiple-pass cell 

or, for the ultimate enhancement, a high-finesse optical enhancement 

cavity. 
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summary of design guidelines… 

Fourth, to achieve the best signal-to-noise ratio, we must use a modulation 

strategy. Specifically, we use lock-in detection synchronized to the 

chopping of the laser beam (or the molecular beam itself). This moves our 

signal to a higher frequency, away from the noisy low-frequency domain of  

1 / f 1/𝑓 noise and thermal drifts, allowing us to pull a tiny AC signal out of 

a large background. 

The final point is the payoff. If all of these design principles are 

implemented with care and precision, what can we achieve? We can detect 



absorbed powers of less than  10 − 14 W 10−14 W. This extraordinary 

sensitivity gives us access to spectroscopic information that was previously 

out of reach, such as the very weak but structurally important vibrational 

overtone spectra of molecules. It is a technique that truly pushes the 

frontiers of what is measurable. 
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Finally, what is the future outlook for this powerful technique? How can it be 

integrated with modern laser sources and applied to new scientific 

problems? 

First, the original optothermal spectroscopy experiments often used bulky 

and complex color-center lasers. Today, we have much more convenient 

and compact laser sources available. The first point suggests replacing 

those older lasers with modern quantum-cascade lasers (QCLs) or mid-IR 

diode lasers. This would allow for much more compact, robust, and 

potentially portable experimental setups. 

Second, for the highest precision spectroscopy, we need to know the 

absolute frequency of our laser with extreme accuracy. This can be 

achieved by combining the optothermal spectrometer with an optical 

frequency comb. The comb provides a ruler of millions of perfectly known 

optical frequencies, allowing for absolute frequency calibration of the 

measured spectral lines to an astonishing level of precision. 

Third, with its ultra-high sensitivity, the technique can be extended to 

search for extremely subtle and fundamental physics. The slide mentions 

two exciting examples: 



* Parity-violation measurements in chiral molecules. The weak nuclear 

force introduces a tiny energy difference between a molecule and its mirror 

image (enantiomer). Detecting this minuscule energy difference requires 

sensitivity that is at the very edge of what's possible, and optothermal 

spectroscopy is a prime candidate. * Isotope-ratio measurements. Precisely 

measuring the abundance of rare isotopes in cold molecular beams is 

important in fields from astrophysics to environmental science. The high 

resolution and sensitivity of this technique are essential for such 

applications. 
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The outlook for even greater sensitivity is also very bright. The final point 

looks toward the next generation of detectors. 

By adapting the most advanced bolometer technology, namely Transition-

Edge Sensors (TES), which we discussed earlier, we can push the 

sensitivity even further. Combining TES bolometers with sophisticated, low-

noise microwave-readout schemes (which can be quieter than traditional 

DC-coupled electronics), promises to achieve sub-femtowatt detection 

thresholds. A femtowatt is  10 − 15 10−15 Watts. This would represent 

another order of magnitude improvement in sensitivity. 

This continuous improvement in detector technology ensures that 

optothermal spectroscopy will remain a cutting-edge tool for fundamental 

molecular physics and precision measurement for many years to come. 
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This final slide presents a comprehensive flowchart of a modern 

optothermal spectroscopy experiment, integrating many of the advanced 

concepts we've discussed. Let's trace the signal flow from start to finish. 

1. Laser Source: It all begins with a modern laser source, such as a 

Quantum Cascade Laser (QCL) or a Diode Laser. This provides the 

tunable, monochromatic light,  h ν ℎ𝜈. 

2. Modulation: The laser beam immediately passes through a Chopper. 

This modulates the beam at a reference frequency,  f c h o p 𝑓chop, 

preparing the signal for lock-in detection. The chopper also sends an 

electronic reference signal to the lock-in amplifier. 

3. Interaction: The chopped laser beam is directed into an Enhancement 

Cavity, formed by two high-reflectivity mirrors, M1 and M2. This builds up 

the laser power to a very high level. A Molecular Beam Source injects 

molecules into the center of this cavity. Here, the "Molecules absorb 

photons & gain internal energy". 

4. Detection: The excited molecules travel from the cavity to the detector, 

which is a high-sensitivity TES Bolometer. The diagram shows the chopper 

reference signal going to the lock-in, and the bolometer's raw signal going 

to the next stage. 

5. Readout Electronics: The tiny change in the TES bolometer's 

resistance is read out by a specialized, low-noise electronic system, such 

as a SQUID (Superconducting Quantum Interference Device) or a 

Microwave Readout system. These are the state-of-the-art for reading out 

TES sensors. 



6. Signal Processing: The amplified signal from the readout electronics is 

fed into the main input of the Lock-in Amplifier. The lock-in, using the 

reference from the chopper, filters out all the noise and measures only the 

amplitude of the signal at the chopping frequency. 

7. Data Acquisition: The final output of the lock-in amplifier, which is a DC 

voltage proportional to the absorption strength, is sent to a computer for 

data acquisition. By recording this voltage as the laser frequency is 

scanned, we generate the final high-resolution spectrum. 

This flowchart is a perfect summary, bringing together the laser source, 

modulation, optical enhancement, molecular beam, advanced cryogenic 

detector, and sophisticated signal processing into one elegant and 

incredibly powerful experimental system. 

That concludes our discussion of optothermal spectroscopy. Thank you. 


