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Good morning, everyone. Welcome back to Physics 608, Laser 

Spectroscopy. I'm Distinguished Professor Dr M A Gondal, and today, we 

delve into a fascinating and remarkably clever technique covered in 

Chapter 1.3.2 of our text: Photoacoustic Spectroscopy. 

This method is a beautiful example of how physicists can sidestep 

fundamental limitations by thinking about a problem from a completely 

different angle. 

Instead of detecting photons, we're going to learn how to listen to 

molecules, and in doing so, achieve extraordinary levels of sensitivity. 

So, let's begin our exploration of Photoacoustic Spectroscopy. 
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So, the first and most obvious question is: Why should we choose 

Photoacoustic Spectroscopy, or P.A.S. as we'll call it, over other well-

established methods? What is the fundamental motivation? 

The first bullet point gets to the very heart of the matter. In many real-world 

scenarios, we have a critical need to detect extremely small absorption 

coefficients. Think about what this means. You might be trying to measure 

a trace pollutant—say, a few parts-per-billion of nitrogen dioxide in the 

atmosphere. The vast majority of the gas sample is nitrogen, oxygen, 

argon, and so on. These are what the slide calls "abundant background 

gases." Your target molecules are incredibly rare. 



Now, if you try to use a conventional transmission spectroscopy approach, 

where you measure the light intensity before and after the sample, you're 

looking for a minuscule dip in a very large signal. It's like trying to weigh the 

captain of an aircraft carrier by weighing the entire carrier with and without 

the captain on board. The change is so small it gets completely lost in the 

noise of the measurement. 

The second bullet point highlights the limitations of another common 

technique: fluorescence spectroscopy. While very sensitive, it often fails in 

precisely these complex, high-pressure environments. Why? Well, after a 

molecule absorbs a photon, it can be de-excited by colliding with a 

background gas molecule before it has a chance to fluoresce. This is called 

collisional quenching. Furthermore, any photons that are emitted might be 

scattered by other particles or even re-absorbed by other molecules, 

confounding the measurement. 

This is where P.A.S. presents its genius. It completely changes the game. 

Instead of looking for the photons that made it through, or the photons that 

were re-emitted, P.A.S. detects the energy that was absorbed and then 

converted into heat. It converts this absorbed photon energy into an easily 

measured pressure wave—that is, a sound wave. We are literally going to 

listen to the light being absorbed. This is a calorimetric technique, not an 

optical one, and as we'll see, that makes all the difference. 
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Let's break down the physical process, the conversion sequence that is 

exploited in Photoacoustic Spectroscopy. It's a beautiful four-step cascade 

from light to a final electrical signal. 

First, and this is common to all absorption spectroscopy, a laser is tuned to 

a specific molecular transition. Laser photons, each with energy  h ν ℎ𝜈, are 

absorbed by the target molecules, promoting them to an excited electronic 

or, more commonly, a vibrational state. This step is resonant; it only 

happens if the laser frequency is exactly right. 

Second, and this is the absolute key to P.A.S., is rapid collisional 

relaxation. The excited molecule doesn't sit around for long. In a gas at or 

near atmospheric pressure, it's constantly being bombarded by other 

molecules. It quickly undergoes a collision and transfers its excitation 

energy into the kinetic energy of its collision partner. In essence, the stored 

electronic or vibrational energy is converted directly into heat. For this to be 

the dominant process, these collisions must happen much faster than the 

natural radiative lifetime of the excited state. 

Third, this deposition of heat causes a local temperature rise, which the 

slide labels as capital  Δ T 𝛥𝑇. From the ideal gas law, we know that if you 

increase the temperature of a fixed volume of gas, its pressure must also 

increase. So, this local heating generates a local pressure increase, 

labeled as capital  Δ p 𝛥𝑝. Now, imagine our laser beam is modulated—

turned on and off periodically. This means we are creating a periodic 

heating cycle, which in turn generates a periodic pressure wave. We have 

created sound. 



Fourth, and finally, a sensitive microphone is placed in the sample cell. The 

microphone is simply a pressure transducer. It converts this acoustic 

pressure wave,  Δ p 𝛥𝑝, into a measurable electrical voltage, which we'll 

call  S 𝑆. 

This leads us to the most powerful feature of P.A.S., highlighted in the 

second bullet point: the technique is intrinsically background-free with 

respect to the light field itself. Think about this. The detector—the 

microphone—is completely blind to the laser photons. It cannot "see" light. 

It only hears the consequence of absorption, which is the sound wave. This 

is a zero-background technique. In an ideal scenario, if there's no 

absorption, there's no sound, and the signal is zero. This is in stark contrast 

to transmission spectroscopy, where you're looking for a tiny signal on top 

of a massive background of laser light. This background-free nature is 

precisely why P.A.S. can achieve such incredible sensitivity. 
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Continuing from the previous thought, this incredible sensitivity allows 

detection limits to routinely reach the parts-per-billion, or ppb, regime for 

many pollutants. To put that in perspective, one part-per-billion is 

equivalent to about one second in 32 years. It is an exceptionally small 

concentration. 

The slide lists several crucial examples:  N O x NOx, which are nitrogen 

oxides from combustion;  S O 2 SO2, or sulfur dioxide, a precursor to acid 

rain; and  N H 3 NH3, ammonia from agricultural and industrial sources. 



The ability to measure these species at such low concentrations is vital for 

environmental science, atmospheric chemistry, and pollution control. 

And what's more, as the slide emphasizes, this can be done even at 

ambient pressure. Many ultra-sensitive techniques require cumbersome 

high-vacuum systems, making them laboratory-bound. The ability of P.A.S. 

to operate at normal pressures makes it ideal for creating portable, field-

deployable instruments that can perform real-time monitoring on-site. 
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This slide gives us a fantastic conceptual flowchart of the entire signal 

generation process, bringing together the four steps we just discussed. 

Let's walk through it visually. 

On the far left, we have our laser source, which sends a beam of light into 

the system. 

The beam enters what is labeled the "Photoacoustic Cell," a container 

holding our gas mixture. The first stage, labeled "1. Photon Absorption & 

Molecular Excitation," occurs here. The diagram shows the laser light as an 

orange burst interacting with the small grey circles, which represent our 

target molecules. 

Immediately following this, we see Stage 2, "Collisional Relaxation." The 

diagram visualizes this beautifully as a small, heated region labeled with a 

capital ΔT. This represents the absorbed photon energy being converted 

into localized thermal energy, or heat, as the excited molecules collide with 

their neighbors. 



This localized heating, which is happening periodically because our laser is 

modulated, gives rise to Stage 3, "Pressure Wave Generation." This is 

depicted as dashed blue concentric circles emanating from the heated 

region, labeled with a capital Δp. This is our acoustic wave, the sound that 

has been generated by the light. 

This sound wave propagates through the cell and reaches the detector. 

Stage 4 is "Acoustic Detection," where a microphone, shown mounted on 

the cell wall, physically senses the pressure fluctuations. 

Finally, the microphone converts this acoustic signal into an electrical one. 

Stage 5 is the "Electrical Signal Output," where the microphone's output is 

sent to a voltmeter or, more likely, a lock-in amplifier, producing our final 

signal, capital S. 

So, in one elegant picture, we see the entire energy conversion chain: Light 

in, which leads to molecular excitation, which becomes heat, which 

generates sound, which is then detected as a voltage. Electromagnetic 

energy becomes thermal, then acoustic, then electrical energy. 

A truly remarkable process. 
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Alright, now that we have the conceptual framework, let's begin to build a 

quantitative model. As physicists, our first step is often to simplify the 

problem to its most essential elements. To that end, we'll start with an 

"Energy-Level Prelude to PAS," using a simple two-level absorber model. 



First, we consider a single optical transition from a lower energy level, 

which we'll call  E i 𝐸i, to an upper energy level,  E k 𝐸k. This is the 

fundamental absorption event we are probing. 

Second, before we shine any light on the system, we need to know how 

many molecules are available to absorb the light. We define the population 

of the lower level as  N i 𝑁i. This is a number density, with units of 

molecules per cubic centimeter. 

Third, to drive this transition efficiently, our laser must be tuned exactly to 

the resonance frequency. This frequency is given by the Bohr frequency 

condition, one of the foundational principles of quantum mechanics. The 

equation on the slide shows this relationship: 

 ν i k = E k − E i h  

𝜈𝑖𝑘 =
𝐸k − 𝐸i

ℎ
 

This simply states that the photon energy,  h ν ℎ 𝜈, must precisely match 

the energy gap between the two levels. 

Finally, we introduce a crucial parameter: the absorption cross-section at 

the line center, denoted by the Greek letter  σ i k 𝜎𝑖𝑘. Its units are area, for 

instance, square centimeters. You can intuitively think of the cross-section 

as the "effective target area" that a molecule presents to an incoming 

photon. A larger cross-section means a stronger interaction and a higher 

probability of absorption. We are considering the value at the peak of the 

absorption line, where the interaction is strongest. These four components 

form the basis of our quantitative description. 
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Let's formalize the key physical process sequence using the language of 

quantum mechanics. 

Step 1 is Photon absorption. The slide expresses this as:  | i ⟩  |𝑖⟩, 

representing the molecule in its initial state, plus a photon of energy  h ν i k 

ℎ𝜈𝑖𝑘, results in the molecule transitioning to the final state,  | k ⟩  |𝑘⟩. This is 

the quantum mechanical description of the absorption event we've been 

discussing. 

Step 2 is the pivotal non-radiative step: Collisional quenching. An excited 

molecule in state  k 𝑘 collides with a background gas molecule. This 

process is characterized by a mean collisional relaxation time,  T 𝑇. During 

this collision, the stored vibrational or electronic energy, the amount  E k − 

E i 𝐸k − 𝐸i, is converted into kinetic energy of the colliding partners. This is 

the microscopic origin of the heating effect. 

Step 3 is the macroscopic consequence: Heat deposition. The kinetic 

energy imparted to the molecules in these collisions raises the overall 

internal energy of the entire gas ensemble within the cell. This is the bridge 

between the quantum event of a single absorption and the classical 

thermodynamic properties of the gas. This sequence—absorption, 

quenching, heating—is the engine that drives the photoacoustic effect. 
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Now let’s dive deeper into the critical role of collisional relaxation and the 

mechanics of thermalization. The entire technique hinges on the 

competition between different relaxation pathways. 

The first bullet point defines the mean collisional relaxation time, capital  T 

𝑇, as the average time it takes for an excited molecule to lose its energy—

or as the slide nicely puts it, to “lose memory of its initial energy”—through 

collisions. Once this energy is shared among the many translational and 

rotational modes of the gas, it has been thermalized. 

To make this concrete, let’s consider a typical case: vibrational excitation at 

a modest pressure of about  1 m b a r 1 mbar. For many molecules, the 

typical collisional deactivation cross‐ section,  σ c o l l 𝜎coll, is on the order 

of  10 − 18 c m 2 10−18 cm2. Based on kinetic theory, this leads to a 

relaxation time,  T 𝑇, of around  10 − 5 s 10−5 s, or  10 μ s 10 𝜇s. 

Now, we must compare this to the competing process: spontaneous 

radiative decay. The third bullet point notes that the spontaneous radiative 

lifetime,  τ s p 𝜏sp, of the same vibrational state is often much longer, 

typically in the range of  10 − 2 s 10−2 s to  10 − 5 s 10−5 s—that is, 

hundreds of microseconds to tens ofmilliseconds. 

This comparison is the crucial insight. At these modest pressures, the 

collisional relaxation time  T 𝑇 is much, much shorter than the spontaneous 

radiative lifetime  τ s p 𝜏sp. What does this mean? It means that an excited 

molecule is overwhelmingly more likely to be de‐ excited by a collision than 

it is to emit a photon. The collisional pathway wins, and it wins by a large 

margin. 
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The consequence of this timescale competition is profound. As the first line 

states, essentially all of the absorbed laser energy becomes heat. The 

probability that an excited molecule will fluoresce, which we call the 

fluorescence quantum efficiency,  η k 𝜂k, is therefore approximately zero. 

This is the ideal scenario for Photoacoustic Spectroscopy. 

Now, let's contrast this with electronic states, which are typically excited by 

visible or ultraviolet light. Here, the spontaneous radiative lifetime,  τ s p 

𝜏𝑠𝑝, can be extremely short—on the order of nanoseconds. In this case, 

collisional quenching is less dominant, especially at lower pressures. 

Fluorescence becomes a significant relaxation channel. P.A.S. will still 

work, because some collisional quenching will still occur, but the sensitivity 

is reduced because a large fraction of the absorbed energy is lost as light 

rather than converted to heat. This is why P.A.S. is particularly powerful for 

probing vibrational transitions in the infrared, where radiative lifetimes are 

long. 

This brings us to a critical experimental design criterion. We modulate our 

laser with a mechanical chopper, which has a period of  1 Ω 
1

𝛺
, where  Ω 𝛺 

is the chopping frequency. We must choose our pressure and chopping 

frequency so that the collisional relaxation time,  T 𝑇, is shorter than the 

laser chopping period. Specifically, it must be shorter than the "laser on" 

portion of the cycle. Why? This guarantees that the heating process 

happens essentially instantaneously on the timescale of the modulation. 

The thermal response of the gas is "in phase" with the laser modulation, 



which ensures the efficient, coherent generation of the pressure wave. This 

condition is often referred to as guaranteeing adiabatic heating inside each 

modulation cycle. 

Page 10: 

We've established the conceptual chain from light to sound. Now, let's build 

the quantitative "Thermodynamic Bridge," starting with the link from the 

microscopic absorption process to the macroscopic heat generated. Our 

goal here is to derive an expression for the total absorbed energy,  Δ W 

𝛥𝑊, that gets converted to heat during a single modulation cycle. 

The equation presented is: 

 Δ W = N i σ i k Δ x ( 1 − η k ) P L Δ t .  

𝛥𝑊 = 𝑁i 𝜎𝑖𝑘  𝛥𝑥 (1 − 𝜂k) 𝑃L 𝛥𝑡. 

Let's deconstruct this term by term. This is the heart of the quantitative 

model. 

-  N i 𝑁i is the number density of our absorbing molecules. The more 

absorbers you have, the more energy you absorb. -  σ i k 𝜎𝑖𝑘 is the 

absorption cross-section. A stronger transition leads to more energy 

absorption. -  Δ x 𝛥𝑥 is the illuminated path length, given in centimeters. 

The longer the laser interacts with the sample, the more energy is 

absorbed. The product of these first three terms,  N i σ i k Δ x 𝑁i𝜎𝑖𝑘𝛥𝑥, is 

essentially the total absorbance of the sample. -  1 − η k 1 − 𝜂k is the non-

radiative efficiency.  η k 𝜂k is the fluorescence quantum yield, the fraction of 

energy lost to light. So,  1 − η k 1 − 𝜂k is the fraction of absorbed energy 



that is successfully converted into heat. This is a critical factor; if all the 

energy fluoresces,  η k = 1 𝜂k = 1, and the P.A.S. signal is zero. -  P L 𝑃L is 

the incident laser power in Watts, or Joules per second. More laser power 

in means more energy deposited. -  Δ t 𝛥𝑡 is the duration of one chopper 

cycle in seconds, the time window over which this energy is absorbed. 

So, this one equation beautifully captures all the key physical parameters 

that determine how much heat we generate in our cell. 
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We now have an expression for the total heat energy,  Δ W 𝛥𝑊, deposited 

in one cycle. The next question is: where does this energy go, and what is 

its effect? 

First, a quick definition: the duration of one chopper cycle,  Δ t 𝛥𝑡, is related 

to the angular chopping frequency,  Ω 𝛺, by 

 Δ t = 2 π Ω .  

𝛥𝑡 =
2𝜋

𝛺
. 

Now, the second bullet point is a crucial concept in thermodynamics. The 

generated heat,  Δ W 𝛥𝑊, doesn't just stay with the few molecules that 

absorbed it. Through subsequent collisions, this energy is rapidly 

distributed and thermalized over all the molecules inside the illuminated cell 

volume,  V 𝑉. The slide denotes the total number of molecules as the 

product of the total number density,  N 𝑁, and the volume,  V 𝑉. Notice this 



is capital  N 𝑁—the density of all gas species, analyte plus buffer—not just  

N i 𝑁i. The heat is shared by everyone. 

How is this heat stored? This is described by the third point: the number of 

molecular degrees of freedom,  f 𝑓, that are accessible at the gas 

temperature,  T 𝑇. The equipartition theorem tells us that, in thermal 

equilibrium, energy is shared equally among all accessible degrees of 

freedom. For a monatomic gas like argon,  f 𝑓 is  3 3, corresponding to the 

three translational directions. For a diatomic gas like nitrogen at room 

temperature,  f 𝑓 is  5 5—three translational plus two rotational degrees of 

freedom. For a polyatomic molecule,  f 𝑓 is at least  6 6—three translational 

and three rotational. 

This leads us to the equipartition theorem, which gives the resulting 

increment in the gas’s internal energy. The equation is: 

 Δ W = 1 2 f N V k Δ T .  

𝛥𝑊 = 1 2⁄  𝑓 𝑁 𝑉 𝑘 𝛥𝑇. 

Let's break it down: the total heat added,  Δ W 𝛥𝑊, equals the total number 

of molecules ( N V 𝑁𝑉) multiplied by the number of degrees of freedom per 

molecule ( f 𝑓) multiplied by the energy per degree of freedom, which is  1 

2 k T 1 2⁄ 𝑘𝑇. So the change in energy is  1 2 f N V k Δ T 1 2⁄ 𝑓 𝑁 𝑉 𝑘 𝛥𝑇. 

This equation links the heat we put in to the resulting temperature rise of 

the gas. 

Page 12 



We are now at the final step of our thermodynamic bridge: connecting the 

temperature rise,  Δ T 𝛥𝑇, to the pressure rise,  Δ p 𝛥𝑝. 

First, a reminder that  k 𝑘 is the Boltzmann constant, with a value of  1.38 × 

10 − 23 J / K 1.38 × 10−23 J/K. 

The connection is made through the ideal gas law, which relates pressure, 

volume, and temperature. In its microscopic form, it is written as 

 p V = N V k T .  

𝑝𝑉 = 𝑁𝑉 𝑘 𝑇. 

Where  p 𝑝 is pressure,  V 𝑉 is volume,  N V 𝑁𝑉 is the total number of 

molecules,  k 𝑘 is Boltzmann’s constant, and  T 𝑇 is temperature. 

Now, consider our photoacoustic cell. The volume  V 𝑉 is constant. 

Therefore, any change in temperature,  Δ T 𝛥𝑇, must be accompanied by a 

change in pressure,  Δ p 𝛥𝑝. By taking the differential of the ideal gas law 

at constant volume, we get 

 V Δ p = N V k Δ T ,  

𝑉 𝛥𝑝 = 𝑁𝑉 𝑘 𝛥𝑇, 

which simplifies to 

 Δ p = N k Δ T .  

𝛥𝑝 = 𝑁𝑘 𝛥𝑇. 

We can now substitute the expression for  Δ T 𝛥𝑇 that we found on the 

previous slide. Recall that 

 Δ T = 2 Δ W f N V k .  



𝛥𝑇 =
2𝛥𝑊

𝑓 𝑁𝑉 𝑘
. 

Plugging this into our expression for  Δ p 𝛥𝑝 gives: 

 Δ p = N k ⋅  2 Δ W f N V k .  

𝛥𝑝 = 𝑁𝑘 ⋅
2𝛥𝑊

𝑓 𝑁𝑉 𝑘
. 

And here, something wonderful happens. The total number density,  N 𝑁, 

and the Boltzmann constant,  k 𝑘, cancel out from the numerator and the 

denominator! This leaves us with a beautifully simple and powerful result 

for the pressure rise: 

 Δ p = 2 Δ W f V .  

𝛥𝑝 =
2𝛥𝑊

𝑓 𝑉
. 

The pressure rise is directly proportional to the heat generated and 

inversely proportional to the cell volume and the number of degrees of 

freedom. This makes perfect physical sense. Put more heat in, you get 

more pressure. Squeeze it into a smaller volume, you get more pressure. 

But if the molecules have more degrees of freedom to store the energy, the 

resulting pressure rise for a given amount of heat will be smaller. 
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We have successfully followed the signal from photons to a pressure wave. 

The final step in the chain is converting this acoustic signal into a 

measurable electrical signal. This is the job of the microphone. 



This slide, titled "Microphone Conversion—Acoustic to Electric," presents 

the sensitivity equation. 

We typically use a dynamic microphone, often a capacitance type, for its 

high sensitivity. Its function is to convert the pressure amplitude of our 

acoustic wave,  Δ p 𝛥𝑝, into an output voltage, which we call  S 𝑆. 

For a well-behaved microphone operating in its linear range, this 

conversion is a simple proportionality, as shown in the equation: 

 S = Δ p × S m  

𝑆 = 𝛥𝑝 × 𝑆𝑚 

Let's define these terms: -  S 𝑆 is our final, measured voltage signal, in 

units of Volts. -  Δ p 𝛥𝑝 is the amplitude of the pressure wave we just 

derived, in units of Pascals. - And  S m 𝑆𝑚 is the microphone sensitivity. 

This is a figure-of-merit for the transducer itself, with units of Volts per 

Pascal. It tells us how efficiently the microphone converts pressure into 

voltage. 

This simple equation completes the physics portion of our model. We now 

have a direct link from the initial laser parameters all the way to the final 

voltage we read on our oscilloscope or lock-in amplifier. 
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Let's now assemble all the pieces into our final master equation for the 

P.A.S. signal and draw some important conclusions from it. 



First, we define the microphone sensitivity,  S m 𝑆m. As the slide notes, this 

isn't a fundamental constant; it's an instrumental parameter. It depends on 

the physical properties of the microphone, such as its diaphragm area and 

mechanical stiffness, as well as electronic factors like the gain of the pre-

amplifier. The geometry of how the microphone is coupled to the acoustic 

field in the cell also plays a crucial role. 

Now, we substitute our derived expressions. We start with  S = Δ p ⋅  S m 

𝑆 = 𝛥𝑝 ⋅ 𝑆m. We then substitute our result for  Δ p 𝛥𝑝, which was  2 Δ W f V 

2𝛥𝑊 𝑓𝑉⁄ . And finally, we substitute our full expression for the absorbed 

heat,  Δ W 𝛥𝑊. This gives us the complete equation for the P.A.S. signal  S 

𝑆: 

 S = 2 N i σ i k Δ x ( 1 − η k ) P L Δ t S m f V  

𝑆 =
2𝑁i 𝜎𝑖𝑘  𝛥𝑥 (1 − 𝜂k) 𝑃L 𝛥𝑡 𝑆m

𝑓 𝑉
 

This equation is the quantitative heart of our lecture. It tells us how the 

signal we measure depends on every important parameter in the 

experiment. A true physicist doesn't just look at an equation; they read the 

story it tells. Let's draw some observations directly from this formula. 

Observation 1: The signal,  S 𝑆, scales linearly with the laser power,  P L 

𝑃L. This is clear from the equation. If you double your laser power, you 

should double your P.A.S. signal. This holds true until you reach very high 

powers where you begin to saturate the optical transition. Saturation occurs 

when you pump molecules to the upper state so quickly that the ground 

state population,  N i 𝑁i, is significantly depleted. At that point, the medium 

becomes partially transparent, and the linear relationship breaks down. For 



most trace gas sensing applications, however, we operate well within this 

linear regime. 
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Let's continue to mine our master equation for more physical insights. 

Observation 2: A smaller cell volume, capital  V 𝑉, boosts the signal. Our 

signal  S 𝑆 is inversely proportional to  V 𝑉. This makes perfect intuitive 

sense: if you deposit the same amount of heat into a smaller volume, the 

temperature and pressure rise will be greater. This is a key design principle 

for photoacoustic cells. The practical advice here is to keep the microphone 

as close as possible to the laser beam, where the sound is being 

generated, to ensure efficient coupling. 

Observation 3: To maximize the signal  S 𝑆, you want a high population in 

the lower state,  N i 𝑁i, and a large absorption cross-section,  σ i k 𝜎𝑖𝑘. 

Again, this is plain to see from the equation.  S 𝑆 is directly proportional to 

both. This guides our choice of which spectral line to probe. We should 

always target a strong transition (large  σ i k 𝜎𝑖𝑘) that originates from a 

highly populated level, which is very often the ground vibrational state 

(large  N i 𝑁i). 

Observation 4: A high fluorescence quantum yield,  η k 𝜂k, suppresses the 

P.A.S. signal. This is due to the  ( 1 − η k ) (1 − 𝜂k) term in the numerator. If  

η k 𝜂k approaches 1, meaning nearly every absorbed photon results in a 

fluorescence photon, this term approaches zero, and the P.A.S. signal 

vanishes. Fluorescence is a loss channel for photoacoustics. This 

reiterates a fundamental point: P.A.S. is most effective for probing 



molecular transitions that relax primarily through non-radiative, collisional 

pathways. 
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This diagram illustrates a typical experimental setup for Photoacoustic 

Spectroscopy, and it's essential to understand how the components work 

together to implement the physics we've been discussing. 

Let's follow the signal path. We begin on the left with a Tunable Laser. The 

ability to tune the wavelength is critical for selecting the specific absorption 

line of our target molecule. 

The laser beam then passes through an Optical Chopper. This is a 

spinning wheel with blades that physically blocks and unblocks the beam at 

a very stable, well-defined frequency, which we call capital  Ω 𝛺. This 

amplitude modulation is what allows us to generate a periodic acoustic 

signal and use powerful noise-rejection techniques. 

The chopped laser beam enters the Photoacoustic Cell, which contains our 

gas sample. As the modulated beam is absorbed, it creates the pressure 

standing wave,  Δ p 𝛥𝑝, that we've derived. 

Mounted on the cell is a Capacitance Microphone, which detects this 

acoustic wave and converts it into a weak electrical signal. 

Now, let's look at the crucial signal processing part on the right, the Lock-In 

Amplifier. This is the key to achieving high sensitivity. Two signals are fed 

into it. The first is the “Acoustic Signal from Microphone,” which is our raw, 

often noisy, P.A.S. signal. The second is a “Reference Signal” at the 



chopping frequency,  Ω 𝛺, which is generated by a small sensor on the 

optical chopper itself. 

The Lock-In Amplifier is a sophisticated piece of electronics that acts as an 

extremely narrow-band filter. It uses the reference signal to look for a signal 

from the microphone only at the exact chopping frequency,  Ω 𝛺, and with a 

specific phase relationship. Inside the lock-in, a Phase-Sensitive Detector 

(PSD) multiplies the signal and reference, and a Low-Pass Filter (LPF) then 

averages the result. This process powerfully rejects all random noise that is 

not at the chopping frequency. The output is a clean, stable DC voltage—

our final “PAS Signal (S)”—that is directly proportional to the amplitude of 

the acoustic wave. This phase-sensitive detection is what allows us to pull 

microvolt-level signals out of a noisy environment. 
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Let's discuss the practical strategy for choosing the modulation frequency,  

Ω 𝛺. This choice is not arbitrary; it's a trade-off between several competing 

factors. 

The first condition, as shown on the slide, is for coherent pressure build-up. 

The chopping frequency,  Ω 𝛺, must be less than the reciprocal of the 

collisional relaxation time,  T 𝑇. This can be written as  Ω < 1 T 𝛺 <
1

𝑇
. What 

this really means is that the "laser on" part of the cycle (which has a 

duration of  π Ω 
𝜋

𝛺
) must be longer than the time it takes for the molecules 

to relax and thermalize. If you chop the laser too quickly—faster than the 

molecules can convert the absorbed energy to heat—the thermal response 



of the gas won't be able to keep up. The heating gets smeared out over 

time, and you won't efficiently build up a strong, coherent pressure wave. 

On the other hand, you don't want the chopping frequency to be too low. 

The second bullet point explains why: choosing a high enough  Ω 𝛺 

suppresses low-frequency noise. In any laboratory environment, there is a 

great deal of noise at low frequencies—from building vibrations, air 

currents, power line hum, and electronic drift. This is often called "one-over- 

f 𝑓" noise, because its power spectrum falls off with increasing frequency. 

By modulating our experiment at a relatively high frequency, typically in the 

kilohertz range, we shift our signal to a much "quieter" region of the 

frequency spectrum, far away from the noisy low-frequency domain. This 

dramatically improves our signal-to-noise ratio. 
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Continuing our discussion of modulation strategy, there is another, very 

clever trick we can use. The photoacoustic cell itself is a physical cavity, 

and like any cavity—an organ pipe or a pop bottle—it has natural acoustic 

resonance modes. 

As the first bullet point states, frequency selection often targets one of 

these acoustic resonance modes. If we set our laser chopping frequency,  

Ω 𝛺, to be precisely equal to one of the cell’s resonant frequencies, we 

drive the system into resonance. This creates a strong acoustic standing 

wave inside the cell, and the pressure amplitude,  Δ p 𝛥𝑝, is dramatically 

amplified. 



This amplification factor is known as the  Q 𝑄-factor, or Quality factor, of 

the resonance. A high- Q 𝑄 resonator can provide enormous signal 

enhancement. As the slide notes, typical gains are on the order of 100 to 

1000. This is a “free” signal boost of two to three orders of magnitude, 

simply by choosing the right chopping frequency for a given cell geometry. 

Finally, let’s re-emphasize the power of the detection method. Lock-in 

detection, precisely referenced to the chopper frequency, provides phase-

sensitive extraction. This allows us to pull out incredibly faint,  μ V 𝜇V-level 

signals that are completely buried in broadband noise. The combination of 

resonant enhancement and lock-in detection is what pushes P.A.S. to its 

extraordinary sensitivity limits. 
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When we decide to use an acoustic resonance to boost our signal, we 

need to know what those resonant frequencies are. For a typical cylindrical 

cell, which is a very common geometry, we can identify two principal 

families of acoustic modes. 

The first family consists of Longitudinal modes. You can picture these as 

sound waves bouncing back and forth along the main axis of the cylinder, 

between the two end windows. These are designated by mode indices  ( n , 

0 ) (𝑛, 0), where  n 𝑛 is an integer (1, 2, 3, and so on). A key feature of 

these modes is that they create pressure antinodes—points of maximum 

pressure oscillation—at both windows of the cell. 

The second family consists of Radial modes. These correspond to sound 

waves expanding outwards from the central axis and reflecting off the 



cylindrical wall. They are designated by indices  ( 0 , m ) (0,𝑚), where  m 

𝑚 is an integer. These modes form concentric nodal rings of zero pressure 

fluctuation across the cell's radius. 

To calculate the frequencies of these modes, we first need to know the 

speed of sound,  c 𝑐, in the gas mixture inside the cell. The formulas for 

these frequency estimates will be on the next slide. 

Page 20: 

Here we have the approximate formulas for the resonant frequencies of the 

longitudinal and radial modes we just introduced. 

For the longitudinal modes, the resonant frequency,  ν n , 0 𝜈𝑛,0, is 

approximately equal to  n c 2 L 
𝑛𝑐

2 𝐿
. Let’s break this down:  n 𝑛 is the integer 

mode number,  c 𝑐 is the speed of sound in the gas, and  L 𝐿 is the length 

of the cell. This should look very familiar; it’s the classic formula for the 

standing wave harmonics on a string or in a pipe that is open at both ends, 

which corresponds to having pressure antinodes at the ends. 

For the radial modes, the formula is a bit different because of the cylindrical 

geometry. The resonant frequency,  ν 0 , m 𝜈0,𝑚, is approximately  α 0 , m c 

2 π R 
𝛼0,𝑚 𝑐

2𝜋𝑅
. Here,  c 𝑐 is the speed of sound and  R 𝑅 is the radius of the 

cell. The new term is  α 0 , m 𝛼0,𝑚. This is a numerical constant 

corresponding to the  m 𝑚-th zero of the zeroth-order Bessel function of the 

first kind,  J 0 𝐽0. This mathematical function arises naturally when solving 

the wave equation in cylindrical coordinates. For the first and most common 



radial mode (m=1), this constant,  α 0 , 1 𝛼0,1, has a value of about  2.405 

2.405. 

Now, the final bullet point here is perhaps the most important practical 

consideration. Which mode should we choose? The goal is to select a 

mode whose pressure antinode—its region of maximum pressure—has the 

best possible spatial overlap with the laser beam. This optimizes the 

coupling efficiency; it ensures that the heat we deposit with the laser is 

maximally effective at driving that specific acoustic mode. A common 

strategy is to run the laser down the central axis of the cylinder and excite 

the first radial mode, whose antinode is precisely on that axis. This also has 

the added benefit of rejecting background signals from stray laser light 

hitting the cell walls, since the radial mode has a pressure node (zero 

pressure) at the wall. 
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This slide provides excellent visualizations of the two primary acoustic 

resonance modes in a cylindrical cell. 

On the left, we see the first Longitudinal Mode, corresponding to indices  n 

= 1 , m = 0 𝑛 = 1,𝑚 = 0. This is a side view of the cell, with length  L 𝐿. The 

laser beam passes along the central axis. The colored regions, blue and 

red, illustrate the pressure distribution of the standing wave. They represent 

regions of high pressure amplitude, but with opposite phase. We see a 

pressure antinode at the left end near one window, and another antinode at 

the right end. In the exact center of the cell, there is a pressure node, a 

plane where the pressure fluctuation is always zero. 



On the right, we have a diagram of the first Radial Mode, with indices  n = 0 

, m = 1 𝑛 = 0,𝑚 = 1. This is a cross-sectional view of the cell, looking down 

the barrel. The cell has radius  R 𝑅. The laser beam is the small yellow 

circle at the very center, passing along the axis. The red shading indicates 

the pressure amplitude. We can see that the pressure is at a maximum—

an antinode—right at the center of the cell. This is a perfect overlap with 

the laser beam, which makes this mode very efficient to excite. The 

pressure amplitude then decreases as we move outwards and drops to 

zero—a node—at the cell wall, where  r = R 𝑟 = 𝑅. This spatial profile 

makes the radial mode an excellent choice for many P.A.S. experiments. 
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Theory and concepts are essential, but to get a real feel for the technique, 

there’s nothing better than a numerical example. Let’s walk through a 

signal estimation for a typical P.A.S. experiment, starting with the given 

experimental parameters. 

First, the lower-state density of our target molecule,  N i 𝑁i, is given as  2.5 

× 10 11 2.5 × 1011 per cubic centimeter. 

Second, the absorption cross-section,  σ i k 𝜎𝑖𝑘, is  1.0 × 10 − 16 1.0 ×

10−16 square centimeters. 

Third, the illuminated path length,  Δ x 𝛥𝑥, is  10 10 centimeters. 

Fourth, the total cell volume,  V 𝑉, is  50 50 cubic centimeters. 



And finally, we assume our target molecules are polyatomic, so the number 

of accessible degrees of freedom,  f 𝑓, is  6 6 ( 3 3 translational and  3 3 

rotational). 

These parameters define our sample and our cell. On the next page, we’ll 

see the laser and detector parameters. 
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Here are the remaining parameters for our numerical example. 

The laser power,  P L 𝑃L, is  100 mW 100 mW, which is equivalent to  0.1 W 

0.1 W. This is a moderate and very common power level for continuous-

wave lasers used in spectroscopy. 

The modulation period,  Δ t 𝛥𝑡, which is  1 / Ω 1/𝛺, is chosen for this 

illustration to be  1 ms 1 ms. This corresponds to a chopping frequency of  

1 kHz 1 kHz, a very typical choice that is high enough to avoid most  1 / f 

1/𝑓 noise but slow enough for thermalization to occur. 

Next, we make an ideal assumption for P.A.S.: the fluorescence yield,  η k 

𝜂k, is 0. This means we are assuming that  100 % 100% of the absorbed 

laser energy is converted into heat. 

Finally, the microphone sensitivity,  S m 𝑆m, is given as  10 − 2 V/Pa 

10−2 V/Pa, or  10 mV/Pa 10 mV/Pa. This is a realistic value for a good 

quality condenser microphone used in these applications. 

With all these parameters, we are now ready to calculate the expected 

signal, step-by-step. 
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Alright, let's proceed with the step-by-step calculation. The first step is to 

determine the absorbed energy per cycle,  Δ W 𝛥𝑊. 

The formula, for our case where the fluorescence yield is zero, is: 

 Δ W = N i σ i k Δ x P L Δ t .  

𝛥𝑊 = 𝑁i 𝜎𝑖𝑘  𝛥𝑥 𝑃L 𝛥𝑡. 

Now, we insert the numbers from our parameter list. 

Delta W equals the product of: 

-  ( 2.5 × 10 11 c m − 3 ) (2.5 × 1011 cm−3) times -  ( 1.0 × 10 − 16 c m 2 ) 

(1.0 × 10−16 cm2) times -  ( 10 c m ) (10 cm) times -  ( 0.10 W ) (0.10 W) 

times -  ( 1 × 10 − 3 s ) (1 × 10−3 s). 

The product of the first three terms,  N i σ i k Δ x 𝑁i𝜎𝑖𝑘𝛥𝑥, gives the 

dimensionless absorbance. The units  c m − 3 × c m 2 × c m cm−3 × cm2 ×

cm cancel out. The units  W a t t s × s e c o n d s Watts × seconds give 

Joules. So our final unit is Joules, as expected for energy. 

Running through the calculation as shown on the slide, we arrive at an 

absorbed energy of  2.5 × 10 − 7 2.5 × 10−7 Joules per cycle. This is a tiny 

amount of energy, but as we will see, it's more than enough to generate a 

measurable signal. 

With the absorbed energy calculated, we are now ready for step two: 

calculating the resulting pressure rise. 



Page 25: 

Let's continue our calculation. We now use the absorbed energy,  Δ W 𝛥𝑊, 

to find the resulting pressure rise,  Δ p 𝛥𝑝. 

The formula we derived is:  Δ p = 2 Δ W f V .  

𝛥𝑝 =
2 𝛥𝑊

𝑓 𝑉
. 

We'll plug in the numbers. The numerator is  2 × 2.5 × 10 − 7 J 2 × 2.5 ×

10−7 J. The denominator is  f 𝑓, which is  6 6, times the volume  V 𝑉, which 

is  50 c m 3 50 cm3. To get the units right (Pascals, which are Newtons per 

square meter), we must convert the volume to cubic meters.  50 c m 3 = 50 

× 10 − 6 m 3 .  

50 cm3 = 50 × 10−6 m3. 

So the denominator is  6 × 50 × 10 − 6 6 × 50 × 10−6. 

The calculation on the slide yields a pressure rise of  1.5 P a 1.5 Pa. This is 

the amplitude of the sound wave generated inside our cell. 

Now for the final step, step 3: calculating the Microphone Output Voltage,  

S 𝑆. 

The formula is simple:  S = Δ p × S m .  

𝑆 = 𝛥𝑝 × 𝑆𝑚. 

Plugging in our values, we get:  S = 1.5 P a × 10 − 2 V / P a .  

𝑆 = 1.5 Pa × 10−2 V/Pa. 



This gives a final signal of  1.5 × 10 − 2 V 1.5 × 10−2 V, which is fifteen 

millivolts. 

Now, let's step back and appreciate this result. Fifteen millivolts is a very 

healthy electrical signal. The slide notes that this signal exceeds a typical 

electronic noise floor, which might be less than fifty microvolts, by two 

orders of magnitude or more. This means our signal-to-noise ratio would be 

excellent. This calculation demonstrates that even with a trace amount of 

gas, P.A.S. can produce a robust, easily detectable signal. 
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The baseline sensitivity of P.A.S. is already impressive, as our calculation 

showed. But can we do even better? Absolutely. This slide outlines several 

proven enhancement techniques for boosting sensitivity beyond the 

baseline. 

The first technique is Intracavity P.A.S. This is a brilliant and powerful 

method where the photoacoustic cell is placed inside the laser resonator 

itself. The circulating power inside a laser cavity can be hundreds or even 

thousands of times higher than the power that is coupled out of the laser. 

By placing the cell inside, our sample is exposed to this massive circulating 

intensity. This effectively amplifies the  P L 𝑃L term in our signal equation by 

the quality factor,  q 𝑞, of the laser cavity. This can lead to enormous signal 

enhancements. Instruments that use this technique are often called 

"spectraphones." 

A second, widely used technique involves optical multipass arrangements. 

The goal here is to increase the effective interaction path length,  Δ x 𝛥𝑥, 



without making the cell physically enormous. This is done using clever 

mirror configurations, like those found in White cells or Herriott cells. These 

cells use curved mirrors to fold the laser beam path, causing it to bounce 

back and forth through the sample gas many times. It's possible to achieve 

effective path lengths of tens or even hundreds of meters within a compact 

cell volume. Since our P.A.S. signal  S 𝑆 is directly proportional to  Δ x 𝛥𝑥 

and inversely proportional to the volume  V 𝑉, increasing the path length 

without increasing the volume gives a direct, proportional boost to the 

signal. 
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Here are a few more critical techniques for pushing the limits of P.A.S. 

performance. 

A more sophisticated modulation technique than simple chopping is 

Frequency or Wavelength Modulation. Here, instead of turning the laser on 

and off, we rapidly dither the laser’s frequency back and forth across the 

absorption line. We then use our lock-in amplifier to detect the signal at a 

harmonic (typically the second harmonic) of this modulation frequency. This 

technique, often called Wavelength Modulation Spectroscopy or WMS, is 

exceptionally good at suppressing  1 / f 1/𝑓 noise and, more importantly, 

rejecting slow baseline drifts that can come from window heating or other 

instrumental effects. 

Speaking of window heating, this is a major source of background signal. 

Even the most transparent window will absorb a tiny fraction of the laser 

power, creating a spurious photoacoustic signal right at the detector. To 



combat this, we can use windows with high-quality anti-reflection coatings. 

Or, if we are using a linearly polarized laser, we can mount the windows at 

Brewster’s angle. At this specific angle, light with the correct polarization 

passes through the window with virtually no reflection and minimal loss, 

dramatically reducing this background signal. This is critical for measuring 

very low-level signals. 

Finally, we must remember that our microphone is an acoustic detector. It 

will happily detect any pressure fluctuation, whether it comes from our 

sample or from someone slamming a door down the hall. Therefore, 

acoustic isolation is paramount. This is achieved through a combination of 

methods: using heavy, vibration-damping mounts for the entire setup; 

enclosing the photoacoustic cell in an evacuated chamber to isolate it from 

external sound; and careful temperature regulation to reduce pressure 

fluctuations from thermal drift. 
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This diagram shows an enhanced photoacoustic detection scheme that 

combines several of the powerful techniques we've just discussed. It's a 

schematic of an optical multipass cell that also incorporates an internal 

acoustic resonator to maximize sensitivity. 

Let's examine the components. The entire assembly is the "Multipass Cell 

Body." We see a "Laser In/Out" port on the left. The red line represents the 

"Beam Path." Notice how it bounces back and forth multiple times between 

"Mirror 1" on the left and "Mirror 2" on the right. This is the optical multipass 

configuration, designed to increase the effective interaction path length,  Δ 



x 𝛥𝑥, as indicated by the blue arrow at the bottom showing the mirror 

separation. 

Now, look inside. There is a dashed orange rectangle labeled "Acoustic 

Resonator." This is a sub-chamber within the main cell, carefully designed 

so that one of its natural acoustic resonance frequencies matches the laser 

chopping frequency. This provides the Q-factor enhancement we talked 

about, amplifying the generated sound wave. 

And finally, note the placement of the "Microphone." It is positioned at a 

"pressure antinode" of this acoustic resonator. This ensures that the 

detector is located at the point of maximum pressure oscillation, 

guaranteeing the most efficient possible pickup of the acoustic signal. 

This design is a beautiful example of physics-based engineering, 

simultaneously optimizing both the optical interaction and the acoustic 

detection to push the sensitivity of the measurement to its absolute limits. 
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Let's revisit a critical parameter that governs the efficiency of the P.A.S. 

process: the Fluorescence Quantum Efficiency, denoted by  η k 𝜂k. This 

slide focuses on its influence on the P.A.S. signal. 

First, the definition. The fluorescence quantum efficiency,  η k 𝜂k, is the 

ratio of the energy emitted as fluorescence to the total energy absorbed 

from the laser. It's a number between zero and one that represents the 

probability that an absorbed photon will result in a re-emitted, fluorescent 

photon. 



The second bullet point is the crucial takeaway for our purposes. 

Photoacoustic spectroscopy measures only the energy that is not radiated 

away as light. It measures the heat. Therefore, the P.A.S. signal is 

proportional to the non-radiative fraction, which is given by the quantity  ( 1 

− η k ) (1 − 𝜂k). 

This leads to a very clear conclusion: high values of  η k 𝜂k are detrimental 

to P.A.S. If  η k 𝜂k is close to one, it means most of the absorbed energy is 

escaping as fluorescence, leaving very little to be converted into heat. The  

( 1 − η k ) (1 − 𝜂k) term becomes very small, and the P.A.S. signal will be 

weak. Electronic states, particularly those excited by UV light, often have 

high fluorescence quantum yields. This is a fundamental reason why many 

UV transitions yield weaker P.A.S. signals compared to infrared vibrational 

transitions, where  η k 𝜂k is often naturally close to zero. 
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Since the fluorescence quantum yield,  η k 𝜂k, is so important, a natural 

question arises: can we control it? The answer is yes, and the primary tool 

we have is pressure. 

As the first bullet point explains, increasing the total gas pressure in the 

cell—for instance, by adding an inert, non-absorbing buffer gas like 

nitrogen or argon—has the effect of accelerating the rate of collisional 

quenching. More pressure means more molecules packed into the same 

volume, which means collisions happen more frequently. If collisions 

happen more often, it becomes even more likely that an excited molecule 

will be de-excited collisionally before it gets a chance to fluoresce. The 



result is that increasing the pressure effectively lowers the fluorescence 

quantum yield,  η k 𝜂k. This, in turn, boosts the P.A.S. signal by increasing 

the  ( 1 − η k ) (1 − 𝜂k) term. 

This presents us with an important experimental strategy, but also a trade-

off. We can adjust the type of buffer gas and its pressure to manipulate  η k 

𝜂k for optimal signal. However, there's a competing effect. Increasing the 

pressure also causes the spectral absorption line to get broader, a 

phenomenon known as pressure broadening. If we increase the pressure 

too much, the line might become so broad that its peak absorption cross-

section decreases, or it might become broader than our laser's linewidth. 

This would reduce our signal and our spectral resolution. So, the 

experimentalist must find the sweet spot: a pressure that is high enough to 

effectively quench fluorescence, but not so high that excessive pressure 

broadening compromises the measurement. It's a classic optimization 

problem. 

Page 31 

Let's look at some specific, real-world examples of what Photoacoustic 

Spectroscopy can achieve in the field of environmental monitoring. Its 

primary application here is in trace-gas detection, where its high sensitivity 

truly shines. 

First, Ethylene, C2H4. The slide notes detection down to zero point two 

parts-per-billion, or ppb, at a pressure of 660 millibar. Ethylene is an 

important atmospheric pollutant, but it's also a plant hormone, making its 

detection relevant for agricultural science as well. 



Second, Ammonia, NH3. A line sensitivity of zero point four ppb has been 

demonstrated using a carbon dioxide, or CO2, laser as the light source. 

Ammonia is a major pollutant from agriculture and industrial processes, and 

the ability to monitor it at sub-ppb levels is crucial. Mentioning the CO2 

laser is a nice detail, as it was one of the early, powerful infrared lasers that 

made high-sensitivity P.A.S. possible. 

Third, Nitric oxide, NO. P.A.S. allows for routine monitoring at the sub-10 

ppb level. Nitric oxide is a key component of the NOx family of pollutants 

produced by combustion in car engines and power plants. Its measurement 

is absolutely essential for combustion analysis, understanding air quality, 

and studying the chemistry of smog and acid rain. 

These examples clearly demonstrate the practical power of P.A.S. for 

tackling important environmental challenges. 
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practical advantages of P.A.S. 

The first bullet point highlights a significant one for quantitative analysis. 

The P.A.S. signal is directly proportional to the optical absorption 

coefficient. This means that once the instrument is calibrated, for example 

with a certified gas standard, the retrieval of the concentration of an 

unknown sample is direct and linear. This is a major advantage over a 

technique like Laser-Induced Fluorescence, where the signal is strongly 

affected by collisional quenching, requiring complex corrections that 

depend on the exact composition and pressure of the gas mixture. With 



P.A.S., these quenching effects are what create the signal, simplifying the 

quantitative analysis. 

The second point speaks to the maturity and utility of the technology. The 

development of compact lasers and electronics has enabled the creation of 

portable spectrophones—those high-sensitivity intracavity P.A.S. systems. 

These are no longer just laboratory curiosities; they are now integrated into 

robust, field-deployable instruments that can be taken to a site for 

continuous, autonomous environmental surveillance. This ability to take the 

lab to the sample, rather than the other way around, is a paradigm shift in 

environmental monitoring. 
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While P.A.S. is a fantastic tool for trace-gas sensing, it is also a powerful 

technique for fundamental, high-resolution spectroscopy. This slide 

showcases its impressive spectroscopic performance. 

The first example is the measurement of rotational-vibrational overtone 

spectra. The slide cites the case of acetylene,  C 2 H 2 C2H2, in the near-

infrared region around  15600 c m − 1 15600 cm−1. These spectra were 

resolved with a resolution of better than  1 G H z 1 GHz. This is sufficient to 

clearly distinguish individual rotational lines within the vibrational band, 

revealing the detailed quantum structure of the molecule. 

The second bullet point describes an even higher-performance 

implementation. By placing the P.A.S. cell inside the cavity of a continuous-

wave dye laser, a resolving power,  R 𝑅, greater than  2 × 10 5 2 × 105 was 

achieved. This is a very high level of spectroscopic resolution. 



The significance of this is highlighted in the final point. This capability 

enables the identification of single rotational lines even in extremely weak 

overtone bands. The example given is a  Δ v = 5 𝛥𝑣 = 5 band, which is the 

fifth overtone—an incredibly weak transition that is very difficult to measure 

with conventional absorption techniques. P.A.S. can measure these 

features, corresponding to absorption coefficients of less than  10 − 9 c m − 

1 10−9 cm−1. This demonstrates that P.A.S. can compete with other ultra-

sensitive techniques in the realm of high-resolution spectroscopic research. 
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Here's another exciting application area where the high sensitivity of P.A.S. 

is vital: planetary science. 

The atmospheres of the gas giant planets, like Jupiter and Saturn, are rich 

in molecules like methane and ammonia. Understanding the composition, 

temperature, and pressure profiles of these atmospheres relies on 

interpreting the spectra of light that has passed through them. These 

spectra are dominated by the overtone absorption bands of these 

molecules. 

Laboratory-based Photoacoustic Spectroscopy provides a way to measure 

these same overtone bands under controlled conditions that can simulate 

the planetary environments. By accurately measuring the line positions, 

strengths, and shapes of these methane and ammonia bands in the lab, we 

provide essential, ground-truth data that is used to build and validate the 

atmospheric models for these distant worlds. It's a wonderful example of 



how a laboratory technique on Earth can help us explore the far reaches of 

our solar system. 
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This graph provides a stunning visual example of the high-resolution 

spectroscopic capability of P.A.S. 

What we are looking at is a simulated P.A.S. signal versus wavenumber for 

an overtone absorption band of acetylene,  C 2 H 2 𝐶2 𝐻2. Specifically, it’s 

the  Δ v = 5 𝛥𝑣 = 5 band we mentioned earlier. 

The vertical axis represents the P.A.S. signal in arbitrary units, while the 

horizontal axis is the wavenumber in inverse centimeters ( c m − 1 cm−1), 

spanning a range of about 120 wavenumbers. 

The spectrum shows the classic structure of a parallel band in a linear 

molecule. On the left, we have a series of sharp lines that form the P-

branch, corresponding to transitions where the rotational quantum number  

J 𝐽 decreases by one. On the right, we have the R-branch, where  J 𝐽 

increases by one. The spacing between the lines is related to the 

molecule’s moment of inertia. Acetylene is a symmetric linear molecule, so 

there is no Q-branch (where  Δ J = 0 𝛥𝐽 = 0), which is why we see a 

distinct gap in the center of the band. 

The most important feature, as highlighted by the red box labeled 

"Resolved Rotational Features," is that each individual spike in this plot 

corresponds to a distinct, fully resolved rotational transition. This is not just 

a broad, unresolved absorption feature. It is a detailed fingerprint of the 



molecule’s quantum energy level structure, captured with remarkable clarity 

and sensitivity by the photoacoustic technique. 
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Now we turn to a very clever and advanced application of P.A.S., known as 

Vibrational Energy-Transfer P.A.S., or VET-PAS. This is a two-laser pump-

probe scheme designed to perform spectroscopy on molecules that are 

otherwise "dark" or difficult to study directly. 

Here's the scenario: suppose we want to study a particular molecule, let's 

call it Molecule B, but it doesn't have any strong absorption lines at the 

wavelengths where our lasers operate. 

The VET-PAS scheme provides an ingenious workaround. It begins with a 

"helper" molecule, Molecule A, which does have a strong absorption line. 

The first step is to use a pump laser, with photon energy  h ν 1 ℎ𝜈1, to 

strongly excite Molecule A to a specific vibrational level, for instance,  v = 1 

𝑣 = 1. 

The second step is the energy transfer. The excited Molecule A collides 

with a ground-state Molecule B in what is called a near-resonant collision. 

During this collision, the vibrational energy is transferred from A to B. So, 

Molecule A relaxes back down to its ground state ( v = 0 𝑣 = 0), while 

Molecule B is populated into an excited vibrational state,  B ∗  ( v = 1 ) 

𝐵∗(𝑣 = 1). The small energy difference between the two vibrational levels,  

Δ E 𝛥𝐸, is balanced by the kinetic energy of the particles. 



Now, we have created a population of excited Molecule B, which wasn't 

there before. The final step is to use a second, tunable probe laser, with 

energy  h ν 2 ℎ𝜈2, to interrogate a transition originating from this newly 

populated  v = 1 𝑣 = 1 level in Molecule B. For example, we could probe 

the  v = 1 𝑣 = 1 to  v = 2 𝑣 = 2 hot-band transition. The absorption of this 

second laser is then detected using the standard photoacoustic effect. 
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Let's consider the profound implication of the Vibrational Energy-Transfer 

P.A.S. technique we just described. 

The key insight is that our P.A.S. system detects the absorption of the 

second laser,  h ν 2 ℎ𝜈2, via the resulting pressure change. But this 

absorption could only happen because we first used the pump laser and 

collisional transfer to create a population in the  v = 1 𝑣 = 1 state of 

Molecule B. 

This effectively permits the spectroscopy of "dark" species—molecules that 

lack strong, accessible absorption lines from their ground state. We are 

using Molecule A as a "sensitizer" to "light up" Molecule B, allowing us to 

probe its excited-state transitions. 

A classic and beautiful demonstration of this technique involved the 

isotopologues of nitric oxide: nitrogen-14 N O and nitrogen-15 N O. These 

two molecules have very slightly different vibrational frequencies. One can 

use a laser to pump the more abundant 14NO isotope. Through collisional 

energy transfer, this vibrational energy is passed to the less abundant 

15NO. A second laser can then be used to perform high-resolution 



spectroscopy on the 15NO hot band. As the slide notes, this has been used 

for the accurate determination of very fine spectral details, such as 

Lambda-doubling and spin-orbit splittings, in molecules that would be 

difficult to study otherwise. 
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This slide provides a clear, textual description of the Vibrational Energy-

Transfer P.A.S. two-laser pump-probe scheme, which I will now elaborate 

upon. 

The diagram illustrates a sophisticated pump-transfer-probe technique, 

which is specifically designed for performing spectroscopy on molecules 

that do not possess strong fundamental absorption lines of their own. 

The process unfolds in three stages: 1. Pump: A first laser, with photon 

energy  h ν 1 ℎ𝜈1, acts as the pump. It excites a "helper" molecule, which 

we've called Molecule A, to a specific vibrational level, typically the  v = 1 

𝑣 = 1 state. This helper molecule is chosen because it absorbs the pump 

laser's light very efficiently. 2. Transfer: The second stage is the crucial 

energy transfer. Through near-resonant collisions, the vibrational energy 

that was deposited in Molecule A is transferred to the target species, 

Molecule B. This process populates the  v = 1 𝑣 = 1 level of Molecule B, 

which was previously empty. 3. Probe: Finally, a second, tunable laser, 

with photon energy  h ν 2 ℎ𝜈2, serves as the probe. This laser interrogates 

an overtone or a hot-band transition in Molecule B—that is, a transition that 

originates from the now-populated  v = 1 𝑣 = 1 level, such as the  v = 1 𝑣 =

1 to  v = 2 𝑣 = 2 transition. 



The absorption of this second probe laser is then detected via the 

photoacoustic effect. This elegant chain of events allows us to perform 

high-resolution spectroscopy on the "dark" target molecule, revealing its 

spectral features as if it were absorbing light directly. 
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This energy-level diagram provides the perfect visual summary of the 

Vibrational Energy-Transfer P.A.S. scheme. It makes the entire process 

exceptionally clear. 

On the left, we have the vibrational energy levels for Molecule A, our 

"helper" molecule, for example, nitrogen-14 NO. We see its ground state,  v 

= 0 𝑣 = 0, and its first excited vibrational state,  v = 1 𝑣 = 1. 

On the right, we have the corresponding energy levels for Molecule B, our 

"dark" target molecule, for example, nitrogen-15 NO. It has its own  v = 0 

𝑣 = 0,  v = 1 𝑣 = 1, and  v = 2 𝑣 = 2 levels. 

Let's follow the process. First, the Pump step is shown by the wavy red 

arrow. The pump laser, with photon energy  h ν 1 ℎ𝜈1, is absorbed by 

Molecule A, promoting it from  v = 0 𝑣 = 0 to  v = 1 𝑣 = 1. 

Next, the Collisional Energy Transfer is depicted by the dashed arrow 

connecting the two molecular systems. An excited Molecule A collides with 

a ground-state Molecule B. 

As the equation 

 A ( v = 1 ) + B ( v = 0 ) → A ( v = 0 ) + B ∗  ( v = 1 ) + Δ E  



𝐴(𝑣 = 1) + 𝐵(𝑣 = 0)  →  𝐴(𝑣 = 0) + 𝐵∗(𝑣 = 1) + 𝛥𝐸 

indicates, Molecule A returns to its ground state, while Molecule B 

becomes vibrationally excited to its  v = 1 𝑣 = 1 state. The energy 

mismatch,  Δ E 𝛥𝐸, is released as kinetic energy. 

Finally, the Probe step is shown by the wavy blue arrow. Now that a 

population exists in the  v = 1 𝑣 = 1 state of Molecule B, our second, 

tunable laser with energy  h ν 2 ℎ𝜈2 can induce a transition, in this case, 

from  v = 1 𝑣 = 1 to  v = 2 𝑣 = 2. It is the absorption of this probe photon 

and its subsequent thermalization that generates the photoacoustic signal 

we measure. This diagram beautifully illustrates how we use one molecule 

to enable the spectroscopy of another. 
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Let's now explore another clever application of Photoacoustic 

Spectroscopy: measuring molecular dissociation energies. This technique 

relies on observing a sharp discontinuity in the P.A.S. signal. 

The experimental procedure is conceptually simple. We take a tunable 

laser and scan its wavelength across the dissociation limit of the target 

molecule. The dissociation energy is the minimum energy required to break 

a chemical bond, and we'll denote it as  D 0 𝐷0. 

Now, consider what happens when the photon energy is below this 

dissociation limit. When the laser is tuned to an absorption line 

corresponding to a bound rotational-vibrational state, the molecule absorbs 

the photon. This absorbed energy is then, as we know, efficiently converted 



into heat through collisional relaxation. This heat generates a pressure 

wave, and we detect a standard photoacoustic signal. So, below the 

dissociation limit, we expect to see a spectrum with characteristic 

absorption features. 
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Continuing from the previous slide, what happens when we tune our laser 

to have a photon energy,  h ν ℎ𝜈, that is equal to or greater than the 

dissociation energy,  D 0 𝐷0? The physics changes dramatically. 

At a wavelength shorter than the threshold, the photon doesn't just excite 

the molecule to a higher vibrational state; it has enough energy to break the 

molecule apart. This process is called photodissociation. 

Now, the absorbed photon energy is channeled into a completely different 

pathway. Instead of becoming heat, the energy is converted into the 

chemical potential energy required to break the bond, plus the kinetic 

energy of the resulting fragments as they fly apart. Only a very small 

fraction of this energy is converted into the translational heat of the gas 

ensemble as a whole. The primary energy sink is now bond-breaking, not 

thermalization. 

The consequence for our measurement is stark. The P.A.S. signal, which 

relies on heat generation, drops sharply, almost to zero, right at the point 

where  h ν ℎ𝜈 equals  D 0 𝐷0. The location of this sharp edge in the P.A.S. 

signal as a function of laser wavelength provides a direct and highly 

accurate measurement of the dissociation energy. The slide notes that an 



accuracy of  ± 0.1   c m − 1 ±0.1 cm−1 is achievable, which is exceptionally 

precise. 

This method has a significant advantage: it's non-destructive in the sense 

that we don't need to collect and analyze the fragments. This makes it 

applicable in hostile chemical environments where using a traditional 

technique like mass spectrometry to identify the fragments would be very 

difficult or impossible. 
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The versatility of P.A.S. allows it to be adapted for very challenging 

measurements, such as detecting corrosive gases or species adsorbed on 

surfaces. This often requires special cell designs. 

For example, if you want to measure aggressive gases like nitrogen dioxide 

(NO2), sulfur dioxide (SO2), or hydrogen fluoride (HF), a standard 

microphone would be quickly corroded and destroyed. The solution, as 

noted in the first bullet point, is to use specially constructed microphones. 

Quartz-membrane condenser microphones are often used, where the 

delicate diaphragm is protected by coating it with a chemically inert, 

corrosion-resistant layer, such as gold or Teflon. 

Furthermore, the application of P.A.S. is not limited to gases. It can be 

extended to study liquids and solids. In this configuration, a modulated 

laser beam illuminates the surface of the sample. The absorbed energy 

causes periodic heating and thermal expansion of the surface. This 

periodic expansion launches an acoustic wave, either into the surrounding 

gas where it can be detected by a microphone, or directly into the bulk of 



the solid itself, where it can be detected by a sensitive piezoelectric 

transducer attached to the sample. This opens up a whole new range of 

materials that can be studied with P.A.S. 
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Let's continue with these advanced applications of P.A.S. for studying 

surfaces. 

Time-resolved P.A.S. is a particularly powerful tool. By monitoring the 

photoacoustic signal generated from a surface over time, one can track the 

kinetics of adsorption and desorption processes. For instance, you can 

study how quickly molecules stick to or leave a catalytic surface under 

various conditions. Analysis of this kinetic data can reveal fundamental 

parameters like the activation energies for these processes and provide 

information about the distribution of different types of active sites on the 

catalyst's surface. This is invaluable information for chemists and materials 

scientists. 

This has immediate and significant industrial relevance. Such studies are 

crucial for optimizing processes in semiconductor wafer cleaning, where 

surface contaminants must be precisely controlled. They are central to the 

development and optimization of heterogeneous catalysis, which is a 

cornerstone of the chemical industry. And they can be used for real-time 

corrosion monitoring on metal surfaces. These applications demonstrate 

the transition of P.A.S. from a laboratory tool to a powerful industrial 

diagnostic. 
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This diagram shows a cross-section of a specialized Photoacoustic 

Spectroscopy cell, specifically designed to operate in corrosive 

environments and to study surface phenomena. 

Let’s examine its features. This is a flow-through cell, indicated by the "Gas 

In" and "Gas Out" ports, which allows for a continuous flow of a sample 

gas. The main "PAS Cell Body" contains the experiment. 

A "Modulated Laser Beam" provides the excitation. It enters from the top 

through a transparent "Inlet Window," which is often made of quartz for its 

durability and broad transmission range. The laser beam travels through 

the cell and impinges on a "Sample Substrate" at the bottom. This 

substrate could be the catalyst surface or material sample we wish to 

study. 

The periodic heating of this substrate by the laser generates "Acoustic 

Waves" that propagate through the gas in the cell. 

These acoustic waves are detected by the "Microphone," which is housed 

in a side chamber. 

Now, the crucial feature for corrosive environments is detailed in the inset 

box labeled "Protected Diaphragm Detail." The diaphragm of the 

microphone itself is not directly exposed to the corrosive gas. Instead, it 

might be a robust quartz membrane, which is itself coated with a corrosion-

resistant material like a gold-Teflon layer. This clever design protects the 

sensitive detector while still allowing it to measure the pressure waves, 

enabling long-term, stable operation even with highly reactive gases. 
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To conclude our discussion, let's synthesize what we've learned into a set 

of key design guidelines for performing a successful P.A.S. experiment. 

This serves as a practical checklist. 

First and foremost is the selection of the laser wavelength. This is the 

foundation of the experiment's selectivity. You must choose a wavelength 

that precisely matches a strong absorption line of your target molecule to 

generate a large signal. Just as importantly, you must ensure that this line 

has minimal spectral interference from background gases. If you're 

measuring a pollutant in air, for example, you must be careful to avoid 

absorption lines of water vapor or carbon dioxide, which are abundant and 

can create a large, unwanted background signal. 

Second is the optimization of the gas pressure. As we've discussed, this is 

a critical trade-off. You want to set the pressure high enough to ensure fast 

collisional relaxation. This maximizes the conversion of absorbed energy 

into heat and minimizes losses due to fluorescence. However, you must 

balance this against the effect of pressure-broadening. Too much pressure 

will broaden the spectral features, which can reduce the peak absorption, 

decrease spectral resolution, and potentially cause interference from 

neighboring lines. Finding the optimal pressure is key to maximizing the 

signal-to-noise ratio for a given application. 
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Let's continue with our practical checklist for designing P.A.S. experiments. 



Third, consider the cell geometry and optics. We've learned that the signal 

is inversely proportional to the cell volume, so you should aim to minimize 

the volume while still accommodating your laser beam. It is also critical to 

minimize reflections from the optical windows, as these can be heated by 

the laser and create a spurious background signal. As we mentioned, using 

Brewster-angle windows is an excellent strategy for linearly polarized 

beams to nearly eliminate this problem. 

Fourth is calibration and frequency selection. You need to characterize 

your system. This means calibrating the microphone's sensitivity ( S m 𝑆m) 

and understanding its frequency response. If you are using a resonant cell, 

it is absolutely essential to set the lock-in amplifier's reference frequency to 

match the dominant acoustic resonance precisely. This is how you capture 

the large Q-factor enhancement. 

Finally, even with the best design, there might still be some residual 

background signal. It is good practice to employ a background subtraction 

scheme. The simplest way is to record a signal at a wavelength just "off" 

the absorption line, where the target molecule doesn't absorb, and subtract 

this background from your "on-line" measurement. A more sophisticated 

approach is to use a differential cell, which has two parallel chambers—one 

containing the sample gas and one containing a reference gas—and 

detecting the difference between the two signals, which very effectively 

cancels out common-mode noise sources like window absorption. 
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To help you consolidate the quantitative aspects of our discussion, this 

slide and the next provide a summary of the critical equations we have 

derived. Think of this as a reference sheet for quick use when you are 

planning an experiment or interpreting data. 

First, we have the absorbed energy per cycle, capital Delta W. The 

equation is: 

 Δ W = N i σ i k Δ x ( 1 − η k ) P L Δ t  

𝛥𝑊 = 𝑁i𝜎𝑖𝑘𝛥𝑥(1 − 𝜂k)𝑃L𝛥𝑡 

This equation tells us how much heat is generated, and it depends on the 

absorber concentration ( N i 𝑁i), the transition strength ( σ i k 𝜎𝑖𝑘), the path 

length ( Δ x 𝛥𝑥), the non-radiative efficiency ( 1 − η k 1 − 𝜂k), the laser 

power ( P L 𝑃L), and the modulation period ( Δ t 𝛥𝑡). 

Second, we have the resulting temperature rise, capital Delta T. The 

equation is: 

 Δ T = 2 Δ W f N V k  

𝛥𝑇 =
2𝛥𝑊

𝑓𝑁𝑉𝑘
 

This shows how the generated heat,  Δ W 𝛥𝑊, is distributed among all the 

molecules ( N V 𝑁𝑉) and their degrees of freedom ( f 𝑓) within the cell 

volume ( V 𝑉) to produce a change in temperature. 

Page 48: Continuing our summary of 

critical equations 



Third, we have the pressure rise, capital  Δ p 𝛥𝑝. The equation is:  Δ p = 2 

Δ W f V  

𝛥𝑝 =
2𝛥𝑊

𝑓𝑉
 

This elegantly links the generated heat,  Δ W 𝛥𝑊, directly to the amplitude 

of the acoustic pressure wave, mediated by the number of degrees of 

freedom  f 𝑓 and the cell volume  V 𝑉. 

Fourth, we have the final measured signal, the microphone voltage, capital  

S 𝑆. The equation is simply:  S = Δ p S m  

𝑆 = 𝛥𝑝𝑆m 

This shows the linear conversion of the pressure amplitude  Δ p 𝛥𝑝 into a 

voltage by the microphone, with the conversion factor being the 

microphone’s sensitivity,  S m 𝑆m. 

As the slide wisely advises, you should keep these formulae at hand for 

experimental planning and real-time data interpretation. Understanding how 

your signal  S 𝑆 depends on each of these physical and instrumental 

parameters is the key to designing a sensitive experiment and to effectively 

troubleshooting any problems that may arise. 
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As we conclude our lecture, let's look forward and consider some closing 

perspectives on the future directions of Photoacoustic Spectroscopy. This 

is a mature field, but it is by no means static; exciting developments are 

continually pushing its capabilities. 



One of the most significant recent advances has been the integration of 

P.A.S. with mid-infrared quantum-cascade lasers, or QCLs. QCLs are 

compact, powerful, room-temperature semiconductor lasers that can be 

engineered to emit light anywhere in the mid-infrared “molecular fingerprint” 

region. This is where molecules have their strongest fundamental 

vibrational absorption bands. The combination of the high power of QCLs 

with the high sensitivity of P.A.S. opens the door to routine, sub-parts-per-

billion detection of a vast range of molecules, including critical greenhouse 

gases, at room temperature. 

Another exciting frontier is miniaturization through MEMS-based 

technology. MEMS stands for Micro-Electro-Mechanical Systems. 

Researchers are now developing entire photoacoustic cells, complete with 

integrated light sources and silicon cantilever microphones, all fabricated 

on a single tiny chip. This promises the development of truly handheld, 

portable P.A.S. sensors with extremely low, milliwatt-level power 

consumption. This could revolutionize personal and distributed 

environmental sensing. 
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Let's continue with the exciting future directions for P.A.S. 

The combination of Photoacoustic Spectroscopy with other advanced 

optical technologies promises even greater performance. For example, 

coupling P.A.S. with cavity-ring-down spectroscopy or using broadband 

frequency-comb sources will greatly extend the dynamic range of 

measurements and, more importantly, enable the simultaneous, or 



multiplexed, identification of multiple chemical species in a complex 

mixture. 

The analysis of the resulting complex spectra presents its own challenge, 

which is where machine-learning algorithms come in. Applying 

sophisticated pattern-recognition algorithms to P.A.S. spectra can 

dramatically accelerate the real-time quantification of multiple components, 

even when their spectral signatures are heavily overlapped. This is a 

critical step towards creating “smart sensors.” 

Finally, a holy grail for the field is achieving the status of a primary 

metrology standard. This requires continued refinement of the acoustic 

modeling of the photoacoustic cells, going beyond the simple models we 

discussed today to account for complex gas dynamics, thermal boundary 

layers, and non-ideal resonator effects. Improving these models will lead to 

more accurate absolute-quantitative P.A.S., potentially enabling the direct 

determination of a gas concentration from first principles, without the need 

for external calibration standards. 
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That brings us to the end of our lecture on Photoacoustic Spectroscopy. 

Let's quickly summarize the key takeaways. We've seen that P.A.S. is a 

unique and powerful calorimetric technique that detects the heat generated 

from light absorption, rather than detecting photons themselves. This is 

achieved through a fascinating cascade: resonant photon absorption, 

followed by rapid collisional relaxation that creates heat, which in turn 

generates a measurable pressure, or sound, wave. 



The single most important advantage of this approach is that it is an 

intrinsically background-free technique. The detector, a microphone, is deaf 

to the laser light, allowing for the detection of incredibly small signals 

against a nearly silent background. This is the source of its extraordinary 

sensitivity. 

We've explored the detailed physics, derived the key equations that govern 

the signal, and discussed a wide array of practical considerations and 

enhancement techniques, from acoustic resonators to advanced 

modulation schemes. Finally, we've seen its broad applicability, from 

fundamental high-resolution spectroscopy and planetary science to critical 

real-world applications in environmental monitoring and industrial process 

control. 

Photoacoustic Spectroscopy is a testament to the ingenuity of physicists 

and a beautiful example of how different fields of physics—quantum 

mechanics, optics, thermodynamics, and acoustics—can be woven 

together to create a truly remarkable measurement tool. 

Thank you. I'll see you at the next lecture. 


