Example1.  A major car magazine has recently collected data on 30 leading cars in the U.S. market.   They are interested in building a multiple regression model to explain the variation in highway miles.   The following correlation matrix has been computed from the data collected:
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The analysts also produced the following multiple regression output using curb weight, cylinders, and horsepower as the three independent variables.   Note that a number of the output fields are missing, but can be determined from the information provided.
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Q1. Based on the information provided, how much  variation in the highway mileage among these thirty cars is explained by these  three independent variables?

How we find?
SSregression=506.1666667-167.9951613=338.1715054
Rsquare= SSregression/SStotal = 
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338.1715054/506.1666667=0.6681
Answer: Approximately 67%

Q2. Based on the information provided, what is the adjusted R-square value?

%Which formula do we use?
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n=30, k=3, 
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=0.6681.
ANSWER: 
 Approximately 0.6298 
Q3.  What is standard error of the regression?

%Which formula do we use?
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MSE=167.995/(30-3-1)=6.46
ANSWER: 

S=
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=2.54
Q4. If the we  are  interested in testing whether the overall regression model is statistically significant, what  the appropriate null and alternative hypotheses?

ANSWER:
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 for at least one i. 
Q5. Based on the above information, what is the test statistic for testing whether the overall model is statistically significant?

%Which formula do we use?
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We have found above:

SSregression=506.1666667-167.9951613=338.1715054
MSE=167.995/(30-3-1)=6.46

Now we find:

MSR=338.1715/3=112.7238

Therefore: 
F=112.7238/6.46=17.45

ANSWER: 

Approximately F = 17.45.        

Q6. Based on the information provided, if we increase horsepower by one unit,  holding the other variables constant, what is average change in highway mileage ?

ANSWER: 

Increasing horsepower by one unit results in an average decrease in highway mileage by 0.016 miles per gallon.

WHY? 
(see computer output) 
Q7. What the 95 percent confidence interval estimate for regression slope coefficient for horse power?

%Which formula do we use?
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Degrees of Freedom=n-k-1=26.

t0.025, 26= 2.056
%What is Sb?
Sb=0.0123  (where did we find?)
From the computer output. 
After substituting in the FORMULA we find:

ANSWER:

( - 0.041 ,  0.009)

EXAMPLE 2.  The following multiple regression output was generated from a study in which two independent variables are included.  The first independent variable (X1) is a quantitative variable measured on a continuous scale.  The second variable (X2) is qualitative coded 0 if Yes, 1 if No.
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Q1. How much percent  of the variation in the dependent variable is explained by the model?

ANSWER:   Nearly 63 percent (why?)

Q2. If tested at the 0.05 significance level, is the overall model would be statistically significant?
Hypothesis:
H0: B1=B2=0

H1: Bi  is not equal zero for at least one i.
D.F. of F=
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We find from Table:
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5.143

We see from Computer output that:

F= 5.9253

What is our decision?

Since F>5.143, we reject H zero.
Answer: Model is significant.

Q3. Does the variable X1 has a slope coefficient that is significantly different from zero if tested at the 0.05 level of significance?

Answer: Yeas! 
Why?

P-value= 0.0109
Q4. What about the variable X2?

No!

Why?

P-value =0.3382
%Which hypothesis  do we use?

H0: βi  = 0 (no linear relationship)

H1: βi ≠ 0  (linear relationship does exist




     between Xi and Y)

Test Statistic:
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