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GENERALIZED VARIATIONAL INCLUSIONS AND H-RESOLVENT
EQUATIONS WITH H-ACCRETIVE OPERATORS

Rais Ahmad and Qamrul Hasan Ansari

Abstract. In this paper, we consider a more general form of variational inclu-
sions, called generalized variational inclusion (for short, GVI). In connection
with GVI, we also consider a generalized resolvent equation with H-resolvent
operator, called H-resolvent equation (for short, H-RE). We suggest itera-
tive algorithms to compute the approximate solutions of GVI and H-RE. The
existence of a unique solution of GVI and H-RE and convergence of itera-
tive sequences generated by the proposed algorithms are also studied. Several
special cases are also discussed.

1. INTRODUCTION

In the last decade, variational inclusions, generalized forms of variational in-
equalities, have been extensively studied and generalized in various directions to
study a wide class of problems arising in mechanics, optimization, nonlinear pro-
gramming, economics, finance and applied sciences, etc; See for example [1-12]
and references therein. One of the most interesting and important aspects of the
theory of variational inclusions is to develop an efficient and implementable iter-
ative algorithm to compute the approximate solution of a variational inclusion. In
the recent past, a significant work has been done in this direction; See for example
[2-13] and references therein. The resolvent operator technique is interesting and
important to study the existence of a solution and to develop iterative algorithms
for different kind of variational inclusions. Very recently, Fang and Huang [8] in-
troduced a new class of H-accretive operators in the setting of Banach spaces and
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extended the concept of resolvent operators associated with the classical m-accretive
operators to the new H-accretive operators. By using this new resolvent operator
technique, they studied the approximate solutions of a class of variational inclusions
with H-accretive operators in the setting of Banach spaces.

In this paper, we consider a more general form of variational inclusions, called
generalized variational inclusion (for short, GVI), which contains the variational
inclusions studied by Fang and Huang [8] and many known variational inclusions
considered and studied in the literature. In connection with GVI, we also consider a
generalized resolvent equation with H-resolvent operator, called H-resolvent equa-
tion (for short, H-RE). We suggest iterative algorithms to compute the approximate
solutions of GVI and H-RE. The existence of a unique solution of GVI and H-
RE and convergence of iterative sequences generated by the proposed algorithms
are also studied. Our results are new and represent a significant improvement of
previously known results. Some special cases are also discussed.

2. PRELIMINARIES

Throughout the paper, unless otherwise specified, we assume that X is a real
Banach space with its norm ‖·‖, X∗ is the topological dual of X , 〈., .〉 is the pairing
between X and X ∗, d is the metric induced by the norm ‖ · ‖, 2X (respectively,
CB(X)) is the family of all nonempty (respectively, nonempty closed and bounded)
subsets of X , and H(., .) is the Hausdorff metric on CB(X) defined by

H(P, Q) = max

{
sup
x∈P

d(x, Q), sup
y∈Q

d(P, y)

}
,

where d(x, Q) = inf
y∈Q

d(x, y) and d(P, y) = inf
x∈P

d(x, y).

The generalized duality mapping J q : X → 2X∗ is defined by

Jq(x) = {f ∈ X∗ : 〈x, f〉 = ‖x‖q and ‖f‖ = ‖x‖q−1} for all x ∈ X,

where q > 1 is a constant. For q = 2, the generalized duality mapping coincides
with the usual normalized duality mapping. It is known that Jq(x) = ‖x‖q−2J2(x)
for all x �= 0, and Jq is single-valued if X ∗ is strictly convex.

The modulus of smoothness of X [14] is the function ρ X : [0,∞) → [0,∞)
defined by

ρX(t) = sup
{‖x + y‖ + ‖x− y‖

2
− 1 : ‖x‖ ≤ 1, ‖y‖ ≤ t

}
.

A Banach space X is called uniformly smooth [14] if

lim
t→0

ρX(t)
t

= 0.
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X is called q-uniformly smooth [14] if there exists a constant c > 0 such that

ρX(t) ≤ ctq, q > 1.

Remark 2.1. All Hilbert spaces, Lp (or lp) (p ≥ 2) and the Sobolev spaces
W p

m (p ≥ 2) are 2-uniformly smooth, while, for 1 < p ≤ 2, Lp (or lp) and W p
m

spaces are p-uniformly smooth; For further detail, we refer to [14] and references
therein. We notice that Jq is single-valued if X is uniformly smooth.

The following result due to Xu [15] is very crucial in establishing our main
results of this paper.

Theorem 2.1. [15] Let X be a real uniformly smooth Banach space. Then,
X is q-uniformly smooth if and only if there exists a constant c q > 0 such that for
all x, y ∈ X ,

‖x + y‖q ≤ ‖x‖q + q〈y, Jq(x)〉+ cq‖y‖q.

Definition 2.1. [8] Let H : X → X be an operator. The operator T : X → X

is said to be

(i) accretive if

〈T (x)− T (y), Jq(x − y)〉 ≥ 0 for all x, y ∈ X ;

(ii) strictly accretive if

〈T (x)− T (y), Jq(x − y)〉 ≥ 0 for all x, y ∈ X

and the equality holds if and only x = y;

(iii) strongly accretive if there exists a constant r > 0 such that

〈T (x)− T (y), Jq(x − y)〉 ≥ r‖x − y‖q for all x, y ∈ X ;

(iv) strongly accretive with respect to H if there exists a constant γ > 0 such that

〈T (x)− T (y), Jq(H(x)− H(y))〉 ≥ γ‖x− y‖q for all x, y ∈ X ;

(v) Lipschitz continuous if there exists a constant σ > 0 such that

‖T (x)− T (y)‖ ≤ σ‖x − y‖ for all x, y ∈ X.

Definition 2.2. [8] A multivalued map M : X → 2X is said to be
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(i) accretive if for all x, y ∈ X ,

〈u − v, Jq(x− y)〉 ≥ 0 for all u ∈ M(x) and v ∈ M(y);

(ii) m-accretive if M is accretive and (I + λM)(X) = X for all λ > 0, where
I denotes the identity mapping on X .

Definition 2.3. [8] Let H : X → X be an operator. A multivalued map
M : X → 2X is said to be H-accretive if M is accretive and (H + λM)(X) = X

for all λ > 0.

Remark 2.2. If H = I , then Definition 2.3 reduces to the usual definition of
m-accretive operator.

Theorem 2.2. [8] Let H : X → X be a strictly accretive operator and
M : X → 2X be a H-accretive multivalued map. Then the operator (H + λM)−1

is single-valued, where λ > 0 is a constant.

Based on Theorem 2.2, the following H-resolvent operator RH
M,λ associated

with H and M is defined by Fang and Huang [8].

Definition 2.4. [8] Let H : X → X be a strictly accretive operator and
M : X → 2X be an H-accretive multivalued map. The H-resolvent operator
RH

M,λ : X → X associated with H and M is defined by

RH
M,λ(u) = (H + λM)−1(u) for all u ∈ H.

Theorem 2.3. [8] Let H : X → X be a strongly accretive operator with
constant r and M : X → 2X be an H-accretive multivalued map. Then the
H-resolvent operator RH

M,λ : X → X associated with H and M is Lipschitz
continuous with constant 1/r, that is,

‖RH
M,λ(u)− RH

M,λ(v)‖ ≤ 1
r
‖u − v‖ for all u, v ∈ X.

3. GENERALIZED VARIATIONAL INCLUSIONS

Let N, W : X × X → X be two single-valued mappings and A, B, C, D :
X → CB(X) be multivalued mappings. We consider the following generalized
variational inclusion problem:

(3.1) (GVIP)




Find u ∈ X, x ∈ A(u), y ∈ B(u), z ∈ C(u)

and w ∈ D(u) such that

0 ∈ N (x, y)− W (z, w) + M(u).
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A problem similar to (GVIP) is studied by Shi and Liu [12].
For C and D are single-valued identity mapping and W (u, u) = −h(u), where

h : X → X , (GVIP) is introduced and studied by Ahmad et al. [3]. They developed
the iterative algorithms to find the approximate solutions of their problem. They
also studied the generalized resolvent operator equation for m-accretive mapping in
the setting of real Banach spaces.

When W ≡ 0, then (GVIP) reduces to the problem of finding u ∈ X, x ∈
A(u) and y ∈ B(u) such that

(3.2) 0 ∈ N (x, y) + M(u).

A problem similar to (3.2) is considered and studied by Chang et al. [5] in the
setting of Banach spaces.

If W ≡ 0, A and B are single-valued identity mappings and N (x, y) = N (x)
for all x, y ∈ X , then (GVIP) becomes the problem of finding u ∈ X such that

(3.3) 0 ∈ N (u) + M(u).

This problem is considered and studied by Fang and Huang [8] in the setting of
q-uniformly smooth Banach spaces with H-accretive operator M .

It is easy to see that (GVIP) includes many more known variational inclusions
considered and studied in the literature.

To suggest the iterative algorithm for computing the approximate solutions of
(GVIP), we establish the following equivalence between (GVIP) and a fixed point
problem.

Lemma 3.1. Let H : X → X be a strictly accretive operator and M : X →
2X be an H-accretive multivalued map. Then (u, x, y, z, v), where u ∈ X, x ∈
A(u), y ∈ B(u), z ∈ C(u) and v ∈ D(u), is a solution of (GVIP) if and only if it
satisfies

(3.4) u = RH
M,λ[H(u)− λ{N (x, y)− W (z, v)}],

where λ > 0 is a constant.

Proof. Let u satisfy (3.4). Then by using the definition of H-resolvent operator
RH

M,λ, we have

u = (H + λM)−1[H(u)− λ{N (x, y)− W (z, v)}]
⇔ H(u)− λ{N (x, y)− W (z, v)} ∈ H(u) + λM(u)

⇔ −{N (x, y)− W (z, v)} ∈ M(u)

⇔ 0 ∈ N (x, y)− W (z, v) + M(u).
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In view of above lemma, we now propose the following iterative algorithm for
computing the approximate solutions of (GVIP).

Algorithm 3.1. For any given u0 ∈ X , x0 ∈ A(u0), y0 ∈ B(u0), z0 ∈ C(u0)
and v0 ∈ D(u0), compute un+1, xn+1, yn+1, zn+1 and vn+1 by the following rules:

(3.5) un+1 = RH
M,λ[H(un)− λ{N (xn, yn) − W (zn, vn)}],

(3.6) xn+1 ∈ A(un+1), ‖xn+1 − xn‖ ≤ H(A(un+1), A(un)),

(3.7) yn+1 ∈ B(un+1), ‖yn+1 − yn‖ ≤ H(B(un+1), B(un)),

(3.8) zn+1 ∈ C(un+1), ‖zn+1 − zn‖ ≤ H(C(un+1), C(un)),

(3.9) vn+1 ∈ D(un+1), ‖vn+1 − vn‖ ≤ H(D(un+1), D(un)),

n = 0, 1, 2, 3, . . . , where λ > 0 is a constant.

Remark 3.1. For suitable choices of the mappings involved in the formulation
of (GVIP) we can easily derive the known iterative algorithms for different kinds
of variational inclusion from Algorithm 3.1.

Next, we prove the existence of a unique solution of (GVIP) and study the
convergence of iterative sequences generated by Algorithm 3.1.

Theorem 3.1. Let X be a real q-uniformly smooth Banach space and let
H : X → X be a strongly accretive and Lipschitz continuous operator with constant
r and τ , respectively. Let N and W be both Lipschitz continuous in both arguments
with constants λN1, λN2 and λW1 , λW2 , respectively, also let A, B, C and D be
H-Lipschitz continuous with constant α, β, γ and µ, respectively. Suppose that
M : X → 2X is an H-accretive multivalued map and there exists λ > 0 such that

(3.10) 0<
1
r

q

√
τ q−(qλ−λqcq)[(λN1α+λN2β)q−(q−cq)(λW1γ+λW2µ)q]q <1,

where cq is the same as in Theorem 2.1. Then there exists a unique solution
(u, x, y, z, v) of (GVIP) and the iterative sequences {un}, {xn}, {yn}, {zn} and
{vn} generated by Algorithm 3.1 converge strongly to u, x, y, z and v, respectively.
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Proof. From Algorithm 3.1 and by using Lipschitz continuity of H-resolvent
operator RH

M,λ, we have

(3.11)

‖un+1−un‖ = ‖RH
M,λ [H(un)−λ{N (xn, yn)−W (zn, vn)}]

−RH
M,λ [H(un−1)−λ{N (xn−1, yn−1)−W (zn−1, vn−1)}]‖

≤ 1
r
‖H(un)−H(un−1)−λ[{N (xn, yn)−N (xn−1, yn−1)}

−{W (zn, vn)−W (zn−1, vn−1)}]‖.
By Theorem 2.1, we have

(3.12)

‖H(un)−H(un−1)−λ [{N (xn, yn)−N (xn−1, yn−1)}
−{W (zn, vn)−W (zn−1, vn−1)}] ‖q

≤ ‖H(un)−H(un−1)‖q−qλ〈N (xn, yn)−N (xn−1, yn−1)

−{W (zn, vn)−W (zn−1, vn−1)}, Jq(H(un)−H(un−1))〉
+λqcq‖N (xn, yn)−N (xn−1, yn−1)−(W (zn, vn)−W (zn−1, vn−1))‖q

Again by using Theorem 2.1, we obtain

(3.13)

‖N (xn, yn) − N (xn−1, yn−1) − [W (zn, vn) − W ((zn−1, vn−1)]‖q

≤ ‖N (xn, yn) − N (xn−1, yn−1)‖q

−(q − cq)‖W (zn, vn) − W (zn−1, vn−1)‖q.

By using Lipschitz continuity of N with constant λN1 for the first argument and
λN2 for the second argument and H-Lipschitz continuity of A and B with constants
α and β, respectively, we have

(3.14)

‖N (xn, yn) − N (xn−1, yn−1)‖
= ‖N (xn, yn) − N (xn, yn−1) + N (xn, yn−1) − N (xn−1, yn−1)‖
≤ ‖N (xn, yn) − N (xn, yn−1)‖ + ‖N (xn, yn−1)− N (xn−1, yn−1)‖
≤ λN2‖yn − yn−1‖ + λN1‖xn − xn−1‖
≤ λN2H(B(un), B(un−1)) + λN1H(A(un), A(un−1))

≤ λN2β‖un − un−1‖ + λN1α‖un − un−1‖
= (λN1α + λN2β)‖un − un−1‖

Therefore,

(3.15) ‖N (xn, yn) − N (xn−1, yn−1)‖q ≤ (λN1α + λN2β)q‖un − un−1‖q.
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Similarly, by using Lipschitz continuity of W with constant λW1 for the first ar-
gument and λW2 for the second argument and H-Lipschitz continuity of C and D
with constants γ and µ, respectively, we obtain

(3.16) ‖W (zn, vn) − W (zn−1, vn−1)‖q ≤ (λW1γ + λW2µ)q‖un − un−1‖q.

In view of (3.15) and (3.16), (3.13) becomes
‖N (xn, yn) − N (xn−1, yn−1) − [W (zn, vn)− W (zn−1, vn−1)]‖q

(3.17) ≤ [(λN1α + λN2β)q − (q − cq)(λW1γ + λW2µ)q]‖un − un−1‖q.

Therefore, (3.12) becomes

(3.18)

‖H(un) − H(un−1) − λ [{N (xn, yn) − N (xn−1, yn−1)}
−{W (zn, vn) − W (zn−1, vn−1)}]‖q

≤ τ q‖un − un−1‖ − (qλ − λqcq)[(λN1α + λN2β)q

−(q − cq)(λW1γ + λW2µ)q]‖un − un−1‖q

= [τ q − (qλ − λqcq)[(λN1α + λN2β)q

−(q − cq)(λW1γ + λW2µ)q]] ‖un − un−1‖q.

By using above inequality (3.18), (3.11) becomes

(3.19) ‖un+1 − un‖ ≤ k‖un − un−1‖,
where

(3.20) k=
1
r

q

√
τ q−(qλ−λqcq)[(λN1α+λN2β)q−(q−cq)(λW1γ+λW2µ)q]q.

By condition (3.10), 0 ≤ k < 1 and hence {un} is a Cauchy sequence in a Banach
space X . So, there exists u ∈ X such that un → u as n → ∞. By (3.6)–(3.9) and
Lipschitz continuity of A, B, C and D it follows that there exist x, y, z and v in
X such that xn → x, yn → y, zn → z, and vn → v.

From Algorithm 3.1, we have

u = RH
M,λ[H(u)− λ{N (x, y)− W (z, v)}].

and therefore by Lemma 3.1, (u, x, y, z, v) is a solution of (GVIP).
It is remain to show that x ∈ A(u), y ∈ B(u), z ∈ C(u), and v ∈ D(u). In

fact, since xn ∈ A(un) and

d(xn, A(u)) ≤ max
{
d(xn, A(u)), supb∈A(u)d(A(un), b)

}
≤ max

{
supa∈A(un)d(a, A(u)), supb∈A(u)d(A(un), b)

}
= H(A(un), A(u)),
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we have

d(x, A(u)) ≤ ‖x − xn‖ + d(xn, A(u))

≤ ‖x − xn‖ + H(A(un), A(u))

≤ ‖x − xn‖ + α‖un − u‖ → 0 as n → +∞,

which implies that d(x, A(u)) = 0. Since A(u) ∈ CB(E) [16], it follows that
x ∈ A(u). Similarly, we can prove that y ∈ B(u), z ∈ C(u), and v ∈ D(u).

Let (u∗, x∗, y∗, z∗, v∗) be another solution of (GVIP). Then by Lemma 3.1, we
have

u∗ = RH
M,λ[H(u∗)− λ{N (x∗, y∗)− W (z∗, v∗)}].

From above two equations and by using the similar arguments as above, we obtain

‖u − u∗‖ ≤ k‖u− u∗‖,

where k is the same as defined in (3.20). Since 0 ≤ k < 1, we get u = u∗, and so
by Algorithm 3.1 (u∗, x∗, y∗, z∗, v∗) is a unique solution of (GVIP). This completes
the proof.

4. H-RESOLVENT EQUATIONS

In connection with (GVIP), we consider the following H-resolvent equation
problem:

(4.1) (H-REP)




Find s, u ∈ X, x ∈ A(u), y ∈ B(u), z ∈ C(u)

and v ∈ D(u) such that

N (x, y)− W (z, v) + λ−1JH
M,λ(s) = 0,

where JH
M,λ = I − H(RH

M,λ), I is the identity operator, RH
M,λ is the H-resolvent

operator and λ > 0 is a constant. The equation (4.1) is called H-resolvent equation.
When H is the identity map, (4.1) is called resolvent equation. In this case,

for C and D are single-valued identity mappings and W (u, u) = −h(u), where
h : X → X , then the above problem is introduced and studied by Ahmad et al. [3].

Now we present an equivalence between (GVIP) and (H-REP).

Proposition 4.1. The (GVIP) has a solution (u, x, y, z, v) with u ∈ X , x ∈
A(u), y ∈ B(u), z ∈ C(u) and v ∈ D(u) if and only if (H-REP) has a solution
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(s, u, x, y, z, v) with s, u ∈ X , x ∈ A(u), y ∈ B(u), z ∈ C(u) and v ∈ D(u),
where

(4.2) u = RH
M,λ(s)

and

(4.3) s = H(u)− λ{N (x, y)− W (z, v)},

λ > 0 is a constant.

Proof. Let (u, x, y, z, v) be a solution of (GVIP). Then by Lemma 3.1, it is a
solution of the following equation

(4.4) u = RH
M,λ[H(u)− λ{N (x, y)− W (z, v)}].

Let s = H(u) − λ{N (x, y)− W (z, v)}, then from (4.4), we have u = RH
M,λ(s).

By using the fact that JH
M,λ = I − H(RH

M,λ), we obtain

s=H(RH
M,λ(s)) − λ{N (x, y)− W (z, v)}

⇔ s − H(RH
M,λ(s))=−λ{N (x, y)− W (z, v)}

⇔ [
I − H(RH

M,λ)
]
(s)=−λ{N (x, y)− W (z, v)}

⇔ JH
M,λ(s)=−λ{N (x, y)− W (z, v)}.

Hence N (x, y)− W (z, v) + λ−1JH
M,λ(s) = 0.

Based on Proposition 4.1, we suggest the following iterative method to compute
the approximate solution of (H-REP).

Algorithm 4.1. For any given s0, u0 ∈ X , x0 ∈ A(u0), y0 ∈ B(u0),
z0 ∈ C(u0) and v0 ∈ D(u0), compute {sn}, {un}, {xn}, {yn}, {zn} and {vn} by
the iterative schemes

(4.5) un+1 = RH
M,λ(sn+1)

(4.6) xn+1 ∈ A(un+1) : ‖xn+1 − xn‖ ≤ H(A(un+1), A(un))

(4.7) yn+1 ∈ B(un+1) : ‖yn+1 − yn‖ ≤ H(B(un+1), B(un))

(4.8) zn+1 ∈ C(un+1) : ‖zn+1 − zn‖ ≤ H(C(un+1), C(un))
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(4.9) vn+1 ∈ D(un+1) : ‖vn+1 − vn‖ ≤ H(D(un+1), D(un))

(4.10) sn+1 = H(un) − λ{N (xn, yn) − W (zn, vn)},

n = 0, 1, 2, 3, . . ., where λ > 0 is a constant.
Now we study the existence of a solution of (H-REP) and the convergence

of iterative sequences generated by the above algorithm to the exact solution of
(H-REP).

Theorem 4.1. Let X be a real q-uniformly smooth Banach space and H :
X → X be a strongly accretive and Lipschitz continuous operator with constant r

and τ , respectively. Let N and W be both Lipschitz continuous in both arguments
with constants λN1 , λN2 and λW1 , λW2 , respectively, also let A, B, C and D be
H-Lipschitz continuous with constant α, β, γ and µ, respectively. Suppose that
M : X → 2X is an H-accretive multivalued map and there exists λ > 0 such
that condition (3.10) holds. Then there exists a unique solution (s, u, x, y, z, v)
of (H-REP) with s, u ∈ X , x ∈ A(u), y ∈ B(u), z ∈ C(u) and v ∈ D(u),
and the iterative sequences {sn}, {un}, {xn}, {yn}, {zn} and {vn} generated by
Algorithm 4.1 converge to s, u, x, y, z and v strongly in X , respectively.

Proof. From Algorithm 4.1 and (3.18), we have

(4.11)

‖sn+1 − sn‖
= ‖H(un)− λ{N (xn, yn)− W (zn, vn)} − (H(un−1)

−λ{N (xn−1, yn−1) − W (zn−1, vn−1)})‖
≤ q

√
(τ q−(qλ−λqcq)) [(λN1α+λN2β)q−(q−cq)(λW1γ+λW2µ)q]q

‖un − un−1‖

By (4.5), we obtain

‖un − un−1‖ = ‖un − un−1 + un − un−1 − RH
M,λ(sn) + RH

M,λ(sn−1)‖
≤ 2‖un − un−1‖ − ‖RH

M,λ(sn) − RH
M,λ(sn−1)‖

≤ 2‖un − un−1‖ − 1
r
‖sn − sn−1‖ since RH

M,λ is 1
r -Lipschitz continuous.

Therefore,

(4.12) ‖un − un−1‖ ≤ 1
r
‖sn − sn−1‖.
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By combining (4.11) and (4,12), we get

(4.13) ‖sn+1 − sn‖ ≤ k‖sn − sn−1‖,
where

k =
1
r

q

√
(τ q − (qλ − λqcq)) [(λN1α + λN2β)q − (q − cq)(λW1γ + λW2µ)q]q.

From (3.10), it follows that 0 ≤ k < 1. Consequently, from (4.13), we see that the
sequence {sn} is a Cauchy sequence in a Banach space X . So there exists s ∈ X

such that sn → s as n → ∞. From (4.12), we know that the sequence {un} is
a Cauchy sequence in X , so there exists u ∈ X such that un → u. Also from
Algorithm 4.1, we have

‖xn+1 − xn‖ ≤ H(A(un+1), A(un)) ≤ α‖un+1 − un‖
‖yn+1 − yn‖ ≤ H(B(un+1), B(un)) ≤ β‖un+1 − un‖
‖zn+1 − zn‖ ≤ H(C(un+1), C(un)) ≤ γ‖un+1 − un‖
‖vn+1 − vn‖ ≤ H(D(un+1), D(un)) ≤ µ‖un+1 − un‖

and hence {xn}, {yn}, {zn}, and {vn} are also Cauchy sequence in X , so that
there exist x, y, z and v in X such that xn → x, yn → y, zn → z, and vn → v.
By using the same argument as in the proof of Theorem 3.1, it is easy to see that
x ∈ A(u), y ∈ B(u), z ∈ C(u) and v ∈ D(u)

Now by using the continuity of the operators H, N, W, A, B,C, D,RH
M,λ and

Algorithm 4.1, we have

s = H(u)− {N (x, y)− W (z, v)}.
Finally, by using the arguments as in the proof of Theorem 3.1, we obtain (s, u, x, y,

z, v) is a unique solution of (H-REP).
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