 Descriptive Statistics

Introduction

 The description of a data set includes, among, other things:

(a) Presentation of the data by tables and graphs.

(b) Examination of the overall shape of the graphed data for important features, including symmetry or departures from it.

(c) Scanning the graphed data for any unusual observation that seems to stick far out from the major mass of the data.

(d) Computation of numerical measures for a typical or representative value of the center of the data.

(e) Measuring the amount of spread or variation present in the data.

The Population and the Sample

Population: A population is a complete collection of all elements (scores, people measurements, and so on). The collection is complete in the sense that it includes all subjects to be studied.
Sample: A sample is a collection of observations representing only a portion of the population. 

Simple Random Sample: A Simple Random Sample (SRS) of measurements from a population is the one selected in such a manner that every sample of size n from the population has equal chance (probability) of being selected, and every member of the population has equal chance of being included in the sample.

Example 1.1  To draw a SRS, consider the data below as our population. In a study of wrap breakage during the weaving of fabric (Technometrics, 1982, p63), one hundred pieces of yarn were tested. The number of cycles of strain to breakage was recorded for each yarn and the resulting data are given in the following table. 
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Graphical Description of Data
 Stem-and-Leaf  Plot

One useful way to summarize data is to arrange each observation in the data into two categories “stems and leaves”.  First of all we represent all the observations by the same number of digits possibly by putting 0/s at the beginning or at the end of an observation as needed, or by rounding. If there are r digits in an observation, the first x (1≤x≤r) of them constitute stems and last (r(x) digits called leaves are put against stems. If there are many observations in a stem (in a row), they may be represented by two rows by defining a rule for every stem.

Example 1.2  Weaver (1990) examined a galvanized coating process for large pipes. Standards call for an average coating weight of 200 lbs per pipe. These data are the coating weights for a random sample of 30 pipes.
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  Frequency Tables
When summarizing a large set of data it is often useful to classify the data into classes or categories and to determine the number of individuals belonging to each class, called the class frequency. A tabular arrangement of data by classes together with the corresponding frequencies is called a frequency distribution or simply a frequency table. Consider the following definitions:

Class Width: The difference between the upper and lower class limit of a given class.

Frequency: The number of observations in a class.

Relative Frequency: The ratio of the frequency of a class to the total number of observations in the data set.

Cumulative Frequency: The total frequency of all values less than the upper class limit.

Relative Cumulative Frequency: The cumulative frequency divided by the total frequency.

Example 1.3  Consider the data in Example 1.2. The steps needed to prepare a frequency distribution for the data set are described below:

Step 1: Range = Largest observation – Smallest observation
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Step 2: Divide the range between into classes of (preferably) equal width. A rule of thumb for the number of classes is 
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Since we have a sample of size 30, the number of classes in the histogram should be around 
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. In this case, the class width would be approximately 
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. The smallest observation is 193. The first class boundary may well start at 193 or little below it say at 190 (just to avoid the smallest observation, in general, falling on the class boundary). Thus the first class is given by (190, 195]. The second class is given by (195, 200]. Complete the class boundaries for all classes. In Statistica, the lower boundary of the first class is called the starting point, the class width or step size.

Step 3: For each class, count the number of observations that fall in that class. This number is called the class frequency.

Step 4: The relative frequency of a class is calculated by f/n where f is the frequency of the class and n is the number of observations in the data set. 

Cumulative Relative Frequency of a class, denoted by F, is the total of the relative frequencies up to that class. To avoid rounding in every class, one may cumulate the frequencies up to a class and then divide by n. The resulting quantity Relative Cumulative Frequency (F/n) is just the same as Cumulative Relative Frequency.  It is desirable in a frequency table. For the data in Example 2.2, we have the following frequency distribution:
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Graphs with Frequency Distributions
Frequency Histogram

A frequency histogram is a bar diagram where a bar against a class represents frequency of the class.

Frequency Plots

The data of Example 2.2 have been summarized by a frequency distribution in Figure 2.4. While we are in Basic Statistics and Tables, we may use Figure 2.4, frequency distribution to enter the midpoint of each interval in one column of the datasheet, another column to enter the count (frequency) of each interval (relative frequencies, cumulative relative frequencies can also be entered in two other columns).

Use frequency or relative frequency or cumulative relative frequency as vertical axis as needed by the graph.

(a) Frequency Plot: If frequencies of classes are plotted against the mid values of respective classes, the resulting scatter graph is called a Frequency Plot. 

(b) Frequency Curve: If the dots of the frequency plot are joined by a smooth curve the resulting curve is called a frequency curve. 

(c) Frequency Polygon: If the dots in a frequency plot are joined by lines, the resulting graph is called a Frequency Polygon. The polygon is sometimes extended to the midpoints of extreme adjacent classes (in both sides) with no frequencies.

Bar Chart and Pie Chart

Both bar and pie charts are used to represent discrete and qualitative data. A bar graph is a graphical representation of a qualitative data set. It gives the frequency (or relative frequency) corresponding to each category, with the height or length of the bar proportional to the category frequency (or relative frequency). The relative frequency of a category is calculated by f/n where f is the frequency of a category and 
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 is the number of observations in the data set.

Bar Chart

To make a bar chart, the classes are marked along the horizontal axis and a vertical bar of height equal to the class frequency is erected over the respective classes.

Pie chart

A Pie chart is made by representing the relative frequency of a category by an angle of a circle determined by:

Angle of a category = Relative frequency of the category 
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Numerical Measures

Sometimes we are interested in a number which is representative or typical of the data set. Sample mean or median is such a number. Similarly, we define the range of the sample which gives some idea about the variation or dispersion of observations in the sample. The most important measure for dispersion is the sample standard deviation.

Box Plot
A box aligned with first and the third quartiles as edges, median at the appropriate place in the scale is called a box plot. It is extended to both directions up to the smallest and the largest values. These extensions may be called arms. This technique displays the structure of the data set by using the quartiles and the extreme values of a sample. The qurartiles 
[image: image16.wmf]123

, and 

QQQ

are three values that divide the ordered sample observations in 4 quarters approximately.
Example 1.4  Construct the Box plot with the CPU data in Example 1.2. 
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