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Abstract

We consider a class of two dimensional free boundary problems of type div(a(X)∇u) =
−div(χ(u)H(X)), where H is a Lipschitz vector function satisfying div(H(X)) ≥ 0. We
prove that the free boundary ∂[u > 0] ∩Ω is represented locally by a family of continuous
functions.
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Introduction

In [4], we studied the following problem :

(P0)





Find (u, χ) ∈ H1(Ω)× L∞(Ω) such that :
(i) u ≥ 0, 0 ≤ χ ≤ 1, u(χ− 1) = 0 a.e. in Ω

(ii)
∫

Ω

(
a(X)∇u + χh(X)

)
.∇ξdX ≤ 0

∀ξ ∈ H1(Ω), ξ = 0 on Γ1 ∪ Γ3, ξ ≥ 0 on Γ2,

where Ω is the open set {X = (x, y) ∈ R2 / y ∈ (a0, b0), γ1(y) < x < γ2(y)} with γ1, γ2 ∈
C0(a0, b0), Γ1 = {(γ1(y), y) / y ∈ (a0, b0)}, Γ2 = {(γ2(y), y) / y ∈ (a0, b0)} and Γ3 = ∂Ω \(
Γ1 ∪ Γ2

)
. The two-by-two matrix a = (aij)i,j=1,2 satisfies the assumptions (1.1), (1.2), (4.1)

and (4.2). The function h : Ω −→ R satisfies

0 < h ≤ h(X) ≤ h̄ for a.e. X ∈ Ω
hx(X) ∈ Lp

loc, p > 2, hx(X) ≥ 0 for a.e. X ∈ Ω.

Under these assumptions we proved that the free boundary ∂[u > 0] ∩ Ω is a continuous curve
x = Φ(y).
In this paper, we would like to consider the more general class of free boundary problems of
type div(a(X)∇u) = −div(χ(u)H(X)), where H is a Lipschitz continuous vector function with

1



(divH)(X) ≥ 0. Our objective is to prove that the free boundary can be parameterized by a
family of continuous functions.
In the study of the problem (P0), the monotonicity of χ with respect to x, i.e. χx ≤ 0 in
D′(Ω), was essential to define the free boundary as a function x = Φ(y). In the problem we
are considering, we shall prove a more general monotonicity result for χ. For this purpose we
introduce, for each h ∈ πy(Ω) and ω ∈ πx(Ω ∩ [y = h]), the differential equation (E(ω, h)):
X ′(t) = H(X(t)) with the initial condition X(0) = (ω, h). We show that the mappings Th :
(t, ω) 7−→ X(t, ω) are C0,1 homeomorphisms from domains Dh into Th(Dh) and the family
(Th(Dh))h is a covering of Ω. Using the change of variables Th, we prove that χ is non-increasing
along the orbits of (E(ω, h)). This allows us to define a local parameterization of the free
boundary by a family of functions (φh)h.
In the first section, we state the problem. In the second section, we show the monotonicity of
χ. In section 3, we define the free boundary and establish some properties. In section 4, we
construct a barrier function that will be used to establish a key lemma for the proof of the
continuity of the functions φh, which is done in section 5.
We end the paper with some remarks. First when H is C1,1, Th is a C1 diffeomorphism and
the use of this change of variables leads to a problem of type (P0) i.e.

div(A(t, ω)∇(uoTh)) = −(χoTh.h)t

with A and h satisfying the assumptions of [4]. However when H is only C0,1, the matrix A is
not necessarily C0,α, and we are not in the framework of [4].
Finally, when H(X) = a(X)e, i.e. for the dam problem, we propose a proof for lemma 4.4 and
thus for Theorem 5.1 which does not require the assumptions (4.1)-(4.2).

1 Statement of the problem

Let Ω be a Lipschitz bounded domain of R2. Set ∂Ω = Γ1∪Γ2∪Γ3, with Γ1, Γ2 and Γ3 relatively
open connected subsets of ∂Ω. We are concerned by the study of the following problem :

(P )





Find (u, χ) ∈ H1(Ω)× L∞(Ω) such that :
(i) u ≥ 0, 0 ≤ χ ≤ 1, u(χ− 1) = 0 a.e. in Ω
(ii) u = ϕ on Γ2 ∪ Γ3

(ii)
∫

Ω

(
a(X)∇u + χH(X)

)
.∇ξdX ≤ 0

∀ξ ∈ H1(Ω), ξ ≥ 0 on Γ2, ξ = 0 on Γ3

where a = (aij)i,j=1,2 is a two-by-two matrix satisfying

aij ∈ L∞(Ω), |a|∞ ≤ M (1.1)
a(X)ξ.ξ ≥ λ|ξ|2 ∀ξ ∈ R2, for a.e. X ∈ Ω, (1.2)

with λ and M positive constants. ϕ a nonnegative Lipschitz function such that ϕ = 0 on Γ2

and ϕ > 0 on Γ3. The function H = (H1,H2) : Ω −→ R2 satisfies for positive constants h and
h̄ :

|H1(X)| ≤ h̄, 0 < h ≤ H2(X) ≤ h̄ for a.e. X ∈ Ω (1.3)
div(H(X)) ∈ L∞(Ω), div(H(X)) ≥ 0 for a.e. X ∈ Ω. (1.4)
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The existence of a solution of (P ) is classical. We start by giving the following properties

Proposition 1.1. Let (u, χ) be a solution of (P ). We have
i)

div
(
a(X)∇u

)
= −div(χH(X)) in D′(Ω). (1.5)

ii)
div(χH(X))− χ([u > 0])div(H(X)) ≤ 0 in D′(Ω). (1.6)

iii) u ∈ C0,α
loc (Ω ∪ Γ2 ∪ Γ3) for all α ∈ (0, 1).

iv) [u > 0] is an open set.

v) If a ∈ C0,α
loc (Ω), then u ∈ C1,α

loc ([u > 0]).

Proof. i) This is an immediate consequence of taking ±ξ, with ξ ∈ D(Ω), as test functions for
(P ).

ii) Let ξ ∈ D(Ω), ξ ≥ 0 and let Fε(s) = min
(

s+

ε , 1
)
, ε > 0. Taking ±Fε(u)ξ as test functions

for (P ), we obtain
∫

Ω

(
a(X)∇u + χH(X)

)
.∇(Fε(u)ξ)dX = 0

which can be written by taking into account (P )(i), (1.2) and the fact that Fε is nondecreasing
∫

Ω

[
Fε(u)a(X)∇u.∇ξ − (Fε(u)ξ)divH(X)

]
dX ≤ 0.

Letting ε → 0, we obtain
∫

Ω

[
a(X)∇u.∇ξ − χ([u > 0])divH(X)ξ

]
dX ≤ 0.

Combining the last inequality and (1.5), we get (1.6).

iii) This is a consequence of (P )(ii), (1.5) and the regularity theory of elliptic problems (see
[5], Theorem 8.34 for example).

iv) This a consequence of iii).

v) Using (P )(i) and (1.5) we obtain div
(
a(X)∇u

)
= −div(H(X)) in D′([u > 0]). Hence the

result becomes a consequence of the regularity theory of elliptic problems (see [5], Corollary
8.36).

2 A monotonicity property of χ

In all what follows, we shall assume that

H ∈ C0,1(Ω). (2.1)
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We consider the following differential system

(E(ω, h))
{

X ′(t, ω, h) = H(X(t, ω, h))
X(0, ω, h) = (ω, h)

where h ∈ πy(Ω) and ω ∈ πx(Ω∩ [y = h]). πx and πy are respectively the orthogonal projections
on the x and y axes.
By the classical theory of ordinary differential equations, there exists a unique maximal solution
X(., ω, h) of E(ω, h) defined on (α−(ω, h), α+(ω, h)) and continuous on the open set

{(t, ω, h)/ α−(ω, h) < t < α+(ω, h), h ∈ πy(Ω), ω ∈ πx(Ω ∩ [y = h])}.

Since H is bounded and continuous on Ω, X(., ω, h) is defined on [α−(ω, h), α+(ω, h)] (see
Lemma 2.1 p 16 [6]). Moreover by Corollary 7.7 p. 103 of [1], we know that X(α−(ω, h), ω, h) ∈
∂Ω ∩ [y < h], X(α+(ω, h), ω, h) ∈ ∂Ω ∩ [y > h] (see Figure 1).
For simplicity we will denote in the sequel X(t, ω, h), α−(ω, h) and α+(ω, h) respectively by
X(t, ω), α−(ω) and α+(ω). We shall also denote by γ(ω) the orbit of X(., ω).

Remark 2.1. Note that α+ and α− are bounded. Indeed, we have by (1.3)

hα+(ω) ≤
∫ α+(ω)

0

H2(X(s, ω)ds = X2(α+(ω), ω)− h

X2(α−(ω), ω)− h = −
∫ 0

α−(ω)

H2(X(s, ω)ds ≤ hα−(ω).

Hence
1
h

(
inf

y∈πy(Ω)
y − h

)
≤ α−(ω) < 0 < α+(ω) ≤ 1

h

(
sup

y∈πy(Ω)

y − h
)
.

Definition 2.1. For each h ∈ πy(Ω) we define the set

Dh = {(t, ω) /ω ∈ πx(Ω ∩ [y = h]), t ∈ (α−(ω), α+(ω))}

and consider the mapping

Th : Dh −→ Th(Dh)
(t, ω) 7−→ Th(t, ω) = (T 1

h , T 2
h )(t, ω) = X(t, ω).

Clearly each (x, y) ∈ Ω can be written as (x, y) = X(0, ω) = Th(0, ω) with ω = x and h = y. So

Ω =
⊔

h∈πy(Ω)

Th(Dh). (2.2)

Moreover

4



•X(α−(ω), ω)

¸

X(α+(ω), ω)•

y = h

X(0, ω) = (ω, h)B
BM
•

Figure 1

Ω

Proposition 2.1.
Th is continuous and one to one.

Proof. By the previous remarks on the regularity of X, we have Th ∈ C0(Dh). Now let
(t1, ω1), (t2, ω2) ∈ Dh such that Th(t1, ω1) = Th(t2, ω2) i.e. X(t1, ω1) = X(t2, ω2). Then we
consider the following ordinary differential equation

{
Z ′(t) = H(Z(t))
Z(0) = X(t1, ω1).

Clearly we have

Z(t) = X(t + t1, ω1) = X(t + t2, ω2)
∀t ∈ [α−(ω1)− t1, α+(ω1)− t1] = [α−(ω2)− t2, α+(ω2)− t2].

In particular t2 − t1 ∈ (α−(ω2), α+(ω2)). Indeed we have

α−(ω1)− t1 = α−(ω2)− t2 and α+(ω1)− t1 = α+(ω2)− t2.
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Then since α−(ω1) < 0 and α+(ω1) > 0, we get

α−(ω2) < α−(ω2)− α−(ω1) = t2 − t1 = α+(ω2)− α+(ω1) < α+(ω2).

So we can write Z(−t1) = X(0, ω1) = X(t2 − t1, ω2), i.e.

(ω1, h) = (ω2, h) +
∫ t2−t1

0

H(X(s, ω2))ds.

Therefore ∫ t2−t1

0

H2(X(s, ω2))ds = 0

which leads by (1.3) to t2 = t1. We then deduce that ω1 = ω2.

Proposition 2.2.
Th and T−1

h are C0,1.

Proof. The proof is done in several steps. For the Lipschitz continuity of Th, we refer to [?],
Theorem 8.3 p 110.

Step 1. Extension.

Since H ∈ C0,1(Ω), there exists by Kirszbraun’s theorem (see [2], Theorem 2.10.43 p.210) an
extension H̃ ∈ C0,1(R2) of H with the same Lipschitz constant L. Then

H =
(
min(h̄, max(H̃1,−h̄)), min(h̄, max(H̃2, h))

) ∈ C0,1(R2)

with |H1| ≤ h̄ and h ≤ H2 ≤ h̄.

Step 2. Regularization.

Let Hε = ρε ∗ H, where ρε is the usual mollifier function. Then, it is well known that Hε ∈
C∞(R2) and satisfies





|H1
ε (X)| ≤ h̄, h ≤ H2

ε (X) ≤ h̄ ∀X ∈ R2

Hε −→ H uniformly on each compact set of R2 as ε → 0
‖∇Hε‖L∞(R2) ≤ ‖∇H‖L∞(R2) ≤ L.

Now, for (ω, h) ∈ R2, let Xε and X be respectively the unique solutions of the differential
equations

{
X ′

ε(t, ω) = Hε(Xε(t, ω))
Xε(0, ω) = (ω, h)

and

{
X
′
(t, ω) = H(X(t, ω))

X(0, ω) = (ω, h).

Xε and X are defined on the maximal interval (−∞, +∞). Moreover Xε is C∞ with respect to
t ∈ R and the initial value (w, h) ∈ R2.

Step 3. Local uniform convergence.
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Let K be a compact set of R2. There exists T > 0, ω1, ω2 ∈ R such that K ⊂⊂ [−T, T ] ×
[ω1, ω2] = K ′. For each (t, ω) ∈ K, we have

|Xε(t, ω)−X(t, ω)| =
∣∣∣
∫ t

0

(Hε(Xε(s, ω))−H(X(s, ω)))ds
∣∣∣

≤
∣∣∣
∫ t

0

(Hε(Xε(s, ω))−Hε(X(s, ω)))ds
∣∣∣ +

∣∣∣
∫ t

0

(Hε(X(s, ω))−H(X(s, ω)))ds
∣∣∣

≤
∣∣∣
∫ t

0

L|Xε(s, ω)−X(s, ω)|ds
∣∣∣ + |t||Hε −H|∞,X(K′)

By Gronwall’s Lemma (see [?], p 90), we obtain

|Xε(t, ω)−X(t, ω)| ≤ |t||Hε −H|∞,X(K′) exp(L|t|).
So we have with C = T exp(LT )

|Xε −X|∞,K ≤ C|Hε −H|∞,X(K′) → 0 when ε → 0.

Step 4. Xε : R2 −→ R2 is a C1 diffeomorphism.

• Xε(R2) = R2 : Indeed let (x0, y0) ∈ R2 and let Z = (Z1, Z2) be the unique maximal solution
of the following differential equation

{
Z ′(t) = Hε(Z(t))
Z(0) = (x0, y0).

It is not difficult to see that Z is defined on (−∞, +∞) and that lim
t→±∞

Z2(t) = ±∞. Moreover

since Z ′2(t) = H2
ε (Z(t)) ≥ h > 0, we deduce that Z2 is bijective from R into R. Therefore there

exists t0 ∈ R such that Z2(t0) = h.
Let ω0 = Z1(t0). Then Z(t0) = (ω0, h) and it is easy to verify that Xε(t, ω0) = Z(t + t0). In
particular Xε(−t0, ω0) = Z(0) = (x0, y0).

• Since Xε is onto, it suffices then to verify that det(JXε) does not vanish. Here we denote by
JF the Jacobian matrix of the mapping F and by det(JF ) the determinant of JF .
One can easily check that

Y ε
h (t, ω) = det(JXε) = H1

ε (Xε(t, ω))
∂X2ε

∂ω
−H2

ε (Xε(t, ω))
∂X1ε

∂ω
,

∂Y ε
h

∂t
(t, ω) = Y ε

h (t, ω).(div(Hε))(Xε(t, ω)).

Therefore

Y ε
h (t, ω) = Y ε

h (0, ω). exp(
∫ t

0

{div(Hε)}(Xε(s, ω))ds). (2.3)

Since Y ε
h (0, ω) = −H2

ε (Xε(0, ω)) = −H2
ε (ω, h) < 0, we get Y ε

h (t, ω) < 0 ∀(t, ω) ∈ R2.
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Step 5. We have :

||JX−1
ε (x, y)||∞ ≤ 1

h

(
exp(

L|y − h|
h

) + h̄
) ∀(x, y) ∈ R2.

Indeed, we have for (t, ω) = X−1
ε (x, y)

JX−1
ε (x, y) =

1
Y ε

h (t, ω)




∂X2ε

∂ω
(t, ω) −∂X1ε

∂ω
(t, ω)

−H2
ε (Xε(t, ω)) H1

ε (Xε(t, ω))


 .

|Hi
ε(Xε(t, ω))| ≤ h̄, H2

ε (Xε(t, ω)) ≥ h, and div(Hε) ≥ 0.

It follows that

1
|Y ε

h (t, ω)| =
1

H2
ε (ω, h)

exp(−
∫ t

0

{div(Hε)}(Xε(s, ω))ds) ≤ 1
h

.

We claim that
∣∣∣∂Xε

∂ω

∣∣∣ ≤ exp(L|t|). Indeed for ω1, ω2 ∈ R, we have

|Xε(t, ω1)−Xε(t, ω2)| =
∣∣∣(ω1 − ω2, 0) +

∫ t

0

(Hε(Xε(s, ω1))−Hε(Xε(s, ω2)))ds
∣∣∣

≤ |ω1 − ω2| + L
∣∣∣
∫ t

0

|Xε(s, ω1)−Xε(s, ω2)|ds
∣∣∣.

By Gronwall’s Lemma, we obtain

|Xε(t, ω1)−Xε(t, ω2)| ≤ |ω1 − ω2| exp(L|t|).

Now we conclude that

‖JX−1
ε (x, y)‖∞ = max

{ 1
|Y ε

h |
(∣∣∣∂X2ε

∂ω

∣∣∣ + |H2
ε oXε|

)
,

1
|Y ε

h |
(∣∣∣∂X1ε

∂ω

∣∣∣ + |H1
ε oXε|

)}
(t, ω)

≤ 1
h

(
exp(L|t|) + h̄

) ≤ 1
h

(
exp(

L|y − h|
h

) + h̄
)

since

|y − h| =
∣∣∣
∫ t

0

H2
ε (Xε(s, ω))ds

∣∣∣ ≥ h|t|.

Step 6. X−1
ε is uniformly Lipschitz continuous on each compact set with a Lipschitz constant

independent of ε.

Let K be a compact set of R2 and (x1, y1), (x2, y2) be two points in K. We denote by |(x, y)|∞ =
max(|x|, |y|). Then we have
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|X−1
ε (x1, y1)−X−1

ε (x2, y2)|∞ =
∣∣∣
∫ 1

0

d

dτ
X−1

ε (τ(x1, y1) + (1− τ)(x2, y2))dτ
∣∣∣
∞

=
∣∣∣
∫ 1

0

JX−1
ε (τ(x1, y1) + (1− τ)(x2, y2)).(x1 − x2, y1 − y2)dτ

∣∣∣
∞

≤
∫ 1

0

|JX−1
ε (τ(x1, y1) + (1− τ)(x2, y2))|∞.|(x1, y1)− (x2, y2)|∞dτ

≤
( 1

h

∫ 1

0

(
exp(

L

h
|(1− τ)y2 + τy1 − h|) + h̄

)
dτ

)
|(x1, y1)− (x2, y2)|∞

≤ c(K)|(x1, y1)− (x2, y2)|∞,

with c(K) =
1
h

(
exp(

L

h
[m + h]) + h̄

)
and m = max{|y| / y ∈ πy(K)}.

Step 7. Conclusion.

There exists a subsequence (Xεn)n≥0 such that (X−1
εn

)n converges uniformly to an element
X∗ ∈ C0,1

loc (R2) on each compact set of R2.
We claim that X∗ = X

−1
. Indeed we have

XεoX
−1
ε (x, y) = (x, y) and X−1

ε oXε(t, ω) = (t, ω) ∀(x, y), (t, ω) ∈ R2.

Passing to the limit, we obtain

XoX∗(x, y) = (x, y) and X∗oX(t, ω) = (t, ω) ∀(x, y), (t, ω) ∈ R2.

Since X |Dh
= X = Th, we have T−1

h = X
−1
|Th(Dh)

∈ C0,1(Th(Dh)).

Now we have the following Proposition

Proposition 2.3. Let X(., ω) be the maximal solution of E(ω, h). We have

i)

J Th =




H1(X(t, ω))
∂X1

∂ω
(t, ω)

H2(X(t, ω))
∂X2

∂ω
(t, ω)


 ∈ L∞(Dh)

Yh(t, ω) = detJ Th = H1(X(t, ω))
∂X2

∂ω
(t, ω)−H2(X(t, ω))

∂X1

∂ω
(t, ω) in L∞(Dh).

ii)
∂Yh

∂t
(t, ω) = Yh(t, ω)(divH)(X(t, ω)) a.e. in Dh.

iii) Yh(t, ω) = −H2(ω, h) exp
( ∫ t

0

(divH)(X(s, ω))ds
)

a.e. in Dh.

iv) h ≤ −Yh(t, ω) ≤ Ch̄, C > 0.
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Proof. i) Note that since Th ∈ C0,1(Dh), we have Th ∈ W 1,∞(Dh) and therefore we can talk
about J Th. The formula is trivial.

ii) Given that H, Th, T−1
h are C0,1, we can use the chain rule for HioX (see [7]) to get

∂(HioX)
∂t

= H1
∂Hi

∂x
+ H2

∂Hi

∂y
. (2.4)

Moreover Hε, Xε ∈ C∞(R2) and Xε(t, ω) = (ω, h) +
∫ t

0

Hε(Xε(s, ω))ds. So we have

∂Xε

∂ω
(t, ω) = (1, 0) +

∫ t

0

(∂X1ε

∂ω
(s, ω)

∂Hε

∂x
(Xε(s, ω)) +

∂X2ε

∂ω
(s, ω)

∂Hε

∂y
(Xε(s, ω))

)
ds.

Since Hε and Xε converge uniformly to H and X respectively in Ω and Dh,
∂Xε

∂ω
and ∇Hε

converge to
∂X

∂ω
and ∇H respectively in Lp(Dh) and Lp(Ω) for each p ≥ 1, we obtain for a.e.

(t, ω) ∈ Dh, by letting ε → 0

∂X

∂ω
(t, ω) = (1, 0) +

∫ t

0

(∂X1

∂ω
(s, ω)

∂H

∂x
(X(s, ω)) +

∂X2

∂ω
(s, ω)

∂H

∂y
(X(s, ω))

)
ds. (2.5)

It follows from (2.5) that

∂2X

∂t∂ω
(t, ω) =

∂X1

∂ω
(t, ω).

∂H

∂x
(X(t, ω)) +

∂X2

∂ω
(t, ω).

∂H

∂y
(X(t, ω)) in L∞(Dh). (2.6)

Now, since HioX ∈ W 1,∞(Dh) and
∂2Xi

∂t∂ω
∈ L∞(Dh), we obtain

∂

∂t

(
HioX.

∂Xi

∂ω

)
=

∂

∂t
(HioX).

∂Xi

∂ω
+ (HioX).

∂2Xi

∂t∂ω
. (2.7)

Using (2.4)-(2.7), we obtain

∂Yh

∂t
(t, ω) =

(
H1(X(t, ω))

∂H1

∂x
(X(t, ω)) + H2(X(t, ω))

∂H1

∂y
(X(t, ω))

)∂X2

∂ω
(t, ω)

−
(
H1(X(t, ω))

∂H2

∂x
(X(t, ω)) + H2(X(t, ω))

∂H2

∂y
(X(t, ω))

)∂X1

∂ω
(t, ω)

+H1(X(t, ω))
∂2X2

∂t∂ω
(t, ω)−H2(X(t, ω))

∂2X1

∂t∂ω
(t, ω)

=
(
H1(X(t, ω))

∂X2

∂ω
(t, ω)−H2(X(t, ω))

∂X1

∂ω
(t, ω)

)
.
(∂H1

∂x
+

∂H2

∂y

)
(X(t, ω))

= Yh(t, ω)(divH)(X(t, ω)).
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iii) By using the product formula and chain rule, we obtain

∂

∂t

(
(Yh(t, ω). exp

(−
∫ t

0

(divH)(X(s, ω))ds
))

=
∂Yh

∂t
. exp

(−
∫ t

0

(divH)(X(s, ω))ds
)

+Yh(t, ω).(−(divH)(X(t, ω)) exp
(−

∫ t

0

(divH)(X(s, ω))ds
)

= 0.

Then Yh(t, ω). exp
(−

∫ t

0

(divH)(X(s, ω))ds = Cst = Yh(0, ω) which exists because Yh ∈

C0(α−(ω), α+(ω)). Since we have
∂X

∂ω
(0, ω) = (1, 0), then Yh(0, ω) = −H2(X(0, ω)) = −H2(ω, h).

iv) Since 0 ≤ divH ≤ L, it follows that
∣∣∣
∫ t

0

(divH)(X(s, ω))ds
∣∣∣ ≤ 2L|t| ≤ 2L max(α+(ω),−α−(ω)) ≤

L′. We deduce, since h ≤ H2(ω, h) ≤ h̄, that h ≤ −Yh(t, ω) ≤ h̄ exp(L′).

Now we can prove the main result of this section.

Theorem 2.1. Let (u, χ) be a solution of (P ). We have for each h ∈ πy(Ω)

∂

∂t

(
χoTh

) ≤ 0 in D′(Dh).

Proof. Let ϕ ∈ D(Dh), ϕ ≥ 0. By (1.6), we have
∫

Th(Dh)

(− χH(X).∇(ϕoT−1
h )− χ([u > 0])divH(X).ϕoT−1

h

)
dX ≤ 0.

Since Th, T−1
h ∈ C0,1, we can use Th as a change of variables (see [7]) to obtain

∫

Dh

(
− χoTh

∂ϕ

∂t
− χ([uoTh > 0])(divH)oTh.ϕ

)
(−Yh(t, ω))dtdω ≤ 0.

Given that
∂Yh

∂t
= Yh.(divH)oTh, we obtain

∫

Dh

χoTh
∂(−Yh.ϕ)

∂t
dtdω =

∫

Dh

χoTh
∂ϕ

∂t
(−Yh) + χoTh.(divH)oTh.ϕ.(−Yh)dtdω

≥
∫

Dh

(χoTh − χ([uoTh > 0])).(divH)oTh.ϕ.(−Yh)dtdω ≥ 0.

By approximation the last inequality remains valid for all nonnegative functions ϕ with compact
support and such that ϕt ∈ L1(Dh). Since Yh ∈ L∞(Dh) and does not vanish, one can choose

ϕ = − ψ

Yh
, with ψ ∈ D(Dh) and ψ ≥ 0. Thus we get the result.
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3 Definition of the Free Boundary and some Technical
Results

In this section, we use the monotonicity result of the previous section and the continuity of u
to define the free boundary. We also give some other results. First, we have the following key
proposition.

Proposition 3.1. Let (u, χ) be a solution of (P ) and X0 = (x0, y0) = Th(t0, ω0) ∈ Th(Dh).

i) If u(X0) = uoTh(t0, ω0) > 0, then there exists ε > 0 such that

uoTh(t, ω) > 0 ∀(t, ω) ∈ Cε = {(t, ω) ∈ Dh / |ω − ω0| < ε, t < t0 + ε}.

ii) If u(X0) = uoTh(t0, ω0) = 0, then uoTh(t, ω0) = 0 ∀t ≥ t0.

Proof. It suffices to verify i). By continuity, there exists ε > 0 such that

uoTh(t, ω) > 0 ∀(t, ω) ∈ (t0 − ε, t0 + ε)× (ω0 − ε, ω0 + ε) = Qε.

Then χoTh(t, ω) = 1 for a.e. (t, ω) ∈ Qε. By Theorem 2.1 and since χoTh ≤ 1, we get χoTh = 1
a.e. in Cε, i.e. χ = 1 a.e. in Th(Cε).
From (1.4) and (1.5), we have div(a(X)∇u) = −div(H(X)) ≤ 0 in D′(Th(Cε)). Then by the
strong maximum principle we deduce, since u ≥ 0 in Ω and u > 0 in Th(Qε) ⊂ Th(Cε), that
u > 0 in Th(Cε) (see Figure 2).

Thanks to Proposition 3.1, we can define for each h ∈ πy(Ω), the following function φh on
πx(Ω ∩ [y = h]) by

φh(ω) =





sup{t/ (t, ω) ∈ Dh, uoTh(t, ω) > 0}
if this set is not empty

α−(ω) otherwise.
(3.1)

Remark 3.1. Since u = ϕ > 0 on Γ3 and u ∈ C0(Ω ∪ Γ3), we have u > 0 below Γ3 in the
following sense :

u(X(t, ω)) > 0 ∀t ∈ [α−(ω), α+(ω)] such that X(α+(ω), ω) ∈ Γ3.

Consequently, if X(t0, ω0) ∈ Ω and u(X(t0, ω0)) = 0, we have necessarily X(α+(ω0), ω0)) ∈
Γ1 ∪ Γ2.

Arguing as in [3], we have the following results

Proposition 3.2. φh is lower semi-continuous on each ω ∈ πx(Ω ∩ [y = h]) such that
Th(φh(ω), ω) ∈ Ω. Moreover

[uoTh(t, ω) > 0] ∩Dh = [t < φh(ω)].
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Th(α−(ω0), ω0)
•

6
•Th(α+(ω0), ω0)

6 6

y = h

Figure 2

Ω
6

Th(t0, ω0) = X0 -•

u > 0 in Th(Cε)¾

.......................................................................................................................................................................................................................

The following important lemmas will be useful in Sections 4 and 5. Some of them are
extensions of lemmas in [3].

Lemma 3.1. Let h ∈ πy(Ω), ω1, ω2 ∈ πx(Ω∩ [y = h]) with ω1 < ω2, and y ∈ πy(Ω). We denote
by ty(ω) the unique t (if it exists) at which the orbit γ(ω) meets the line [y = y].
Assume that for i = 1, 2, γ(ωi) ∩ [y = y] 6= ∅ and that [X(ty(ω1), ω1), X(ty(ω2), ω2)] ⊂⊂ Ω.
Then we have

i) γ(ω) ∩ [y = y] 6= ∅ ∀ω ∈ [ω1, ω2]
ii) [X(ty(ω1), ω1), X(ty(ω2), ω2)] = {X(ty(ω), ω) /ω ∈ [ω1, ω2]}.

Proof. i) First note that it is enough to prove the assertion for ω ∈ (ω1, ω2). Moreover if y = h,
then the assertion is trivial since in this case for all ω ∈ [ω1, ω2], γ(ω) ∩ [y = y] = {(ω, h)}.
So we assume that y 6= h and discuss the two cases :

∗y > h : For each ω ∈ (ω1, ω2), the half orbit γ+(ω) = γ(ω) ∩ [t ≥ 0] is enclosed between
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γ+(ω1) and γ+(ω2). So if γ+(ω)∩[y = y] = ∅, then γ+(ω) will never reach ∂Ω, which contradicts
X(α+(ω), ω) ∈ ∂Ω ∩ [y > h].

∗y < h : For each ω ∈ (ω1, ω2), the half orbit γ−(ω) = γ(ω) ∩ [t ≤ 0] is enclosed between
γ−(ω1) and γ−(ω2). So if γ−(ω)∩[y = y] = ∅, then γ−(ω) will never reach ∂Ω, which contradicts
X(α−(ω), ω) ∈ ∂Ω ∩ [y < h].

ii) First note that it is enough to show that

(X(ty(ω1), ω1), X(ty(ω2), ω2)) = {X(ty(ω), ω) /ω ∈ (ω1, ω2)},

where (X(ty(ω1), ω1), X(ty(ω2), ω2)) denotes the line segment without the extreme points.

• Let ω ∈ (ω1, ω2). Since the orbit γ(ω) is strictly enclosed between the orbits γ(ω1)
and γ(ω2), and meets the line [y = y] at the point X(ty(ω), ω), we have X1(ty(ω1), ω1) <

X1(ty(ω), ω) < X1(ty(ω2), ω2) and therefore X(ty(ω), ω) ∈ (X(ty(ω1), ω1), X(ty(ω2), ω2)).

• Let (x∗, y) ∈ (X(ty(ω1), ω1), X(ty(ω2), ω2)). We consider X(., x∗, y) the maximal solution
of the differential equation X ′(t) = H(X(t)), X(0) = (x∗, y).
Note that the orbit γ(x∗, y) of X(., x∗, y) has no intersection with γ(ωi), i = 1, 2, because
otherwise we will have γ(x∗, y) = γ(ω1) or γ(x∗, y) = γ(ω2), which is impossible since x∗ ∈
(X1(ty(ω1), ω1), X1(ty(ω2), ω2)). Hence γ(x∗, y) is strictly enclosed between γ(ω1) and γ(ω2).
Therefore it meets the line [y = h] at the point (ω∗, h), with ω∗ ∈ (ω1, ω2). It follows that
X(t, x∗, y) = X(t + ty(ω∗), ω∗, h) and in particular (x∗, y) = X(0, x∗, y) = X(ty(ω∗), ω∗, h).

Lemma 3.2. Let (u, χ) be a solution of (P ). Let h ∈ πy(Ω), ω1, ω2 ∈ πx(Ω ∩ [y = h]) with
ω1 < ω2. Let y ∈ πy(Ω) such that [y = y] ∩ γ(ωi) 6= ∅ i = 1, 2.

Set Dy = Th

({
(t, ω) ∈ Dh, ω ∈ (ω1, ω2), t > ty(ω)

})
= Th([ω1 < ω < ω2]) ∩ [y > y], and

assume that Dy ∩ Γ3 = ∅ (see Figure 3). Then if uoTh(ty(ωi), ωi) = 0 for i = 1, 2, we have

∫

Dy

(
a(X)∇u + χH(X)

)
.∇ζdX ≤ 0

∀ζ ∈ H1(Dy), ζ ≥ 0, ζ(x, y) = 0 for a.e. (x, y) ∈ Dy.

Proof. First note that Dy is well defined since by Lemma 3.1 i), ty(ω) exists for each ω ∈ (ω1, ω2).
Next we claim that

∫

Dy

(
a(X)∇u + χ([u > 0])H(X)

)
.∇ζdX ≤

∫ ω2

ω1

−(Yh.ζoTh)(φh(ω), ω)dω (3.2)

∀ζ ∈ H1(Dy) ∩ C0(Dy), ζ ≥ 0, ζ(x, y) = 0 for all (x, y) ∈ Dy.

Indeed, we deduce from uoTh(ty(ωi), ωi) = 0, i = 1, 2 and Proposition 3.1 ii) that uoTh(t, ωi) =

0, for all t ≥ ty(ωi), i = 1, 2. Therefore for ε > 0, χ(Dy). min
(u

ε
, ζ

)
is a test function for (P )

and we have
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Γ1 ∪ Γ2
¾

Dy

Figure 3

∫

Dy∩[u≥εζ]

a(X)∇u.∇ζdX +
∫

Dy

χ([u > 0])H(X).∇ζdX

≤
∫

Dy

χ([u > 0])H(X).∇(
ζ − u

ε

)+
dX = Iε.

Using the change of variables Th and the second mean value theorem, we obtain

Iε =
∫

J={ω∈(ω1,ω2) / φh(ω)>ty(ω)}

∫ φh(ω)

ty(ω)

∂

∂t

((
ζ − u

ε

)+
oTh

)
.(−Yh(t, ω))dtdω

=
∫

J

(−Yh(φh(ω), ω))
{ ∫ φh(ω)

t∗(ω)

∂

∂t

((
ζ − u

ε

)+
oTh

)
(t, ω)dt

}
dω

≤
∫ ω2

ω1

−Yh(φh(ω), ω).ζoTh(φh(ω), ω)dω, t∗(ω) ∈ [ty(ω), φh(ω)].
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Then by letting ε go to 0, the inequality (3.2) holds.
Now to prove the lemma, it suffices to do it for ζ ∈ H1(Dy) ∩ C0(Dy), ζ ≥ 0, ζ(x, y) =
0 for all (x, y) ∈ Dy and conclude by density. So let ε > 0 and hε = θεoT

−1
h , with θε(ω) =

min
( (ω − ω1)+

ε
, 1

)
. min

( (ω2 − ω)+

ε
, 1

)
. Since χ(Dy).ζ.hε is a test function for (P ), we have

∫

Dy

(a(X)∇u + χH(X)).∇ζdX ≤
∫

Dy

(a(X)∇u + χH(X)).∇((1− hε)ζ)dX

=
∫

Dy

(a(X)∇u + χ([u > 0])H(X)).∇((1− hε)ζ)dX

+
∫

Dy

(χ− χ([u > 0]))H(X).∇((1− hε)ζ)dX = I1
ε + I2

ε .

Using (3.2) and the fact that θε −→
ε→0

1, we obtain the lemma since we have

I1
ε ≤

∫ ω2

ω1

−Yh(φh(ω), ω).ζoTh(φh(ω), ω).(1− θε(ω))dω,

I2
ε =

∫

T−1
h (Dy)

(χoTh − χ([uoTh > 0]))(−Yh(t, ω)).
∂

∂t
(ζoTh).(1− θε(ω))dtdω.

Lemma 3.3. Let (u, χ) be a solution of (P ) and X0 = (x0, y0) = Th(t0, ω0) be a point of
Th(Dh). We denote by Br(t0, ω0) a ball with center (t0, ω0) and radius r contained in Dh.
If uoTh = 0 in Br(t0, ω0), then

uoTh = 0 in Cr and χoTh = 0 a.e. in Cr

where Cr = {(t, ω) ∈ Dh, |ω − ω0| < r, t > t0} ∪ Br(t0, ω0). In other words if u = 0 in
Th(Br(t0, ω0)), then u = 0 and χ = 0 a.e. in Th(Cr) (see Figure 4).

Proof. By Proposition 3.1, we have uoTh = 0 in Cr. Applying Lemma 3.2 with domains Dy =
Th([ω1 < ω < ω2]) ∩ [y > y] ⊂ Th(Cr), (y ∈ πy(Ω)) satisfying [y = y] ∩ γ(ω) 6= ∅ ∀ω ∈ [ω1, ω2]
and taking ζ = (y − y)χ(Dy), we obtain

∫

Dy

χH2(X)dX ≤ 0.

From (1.3), we deduce that χ = 0 a.e in Dy. This holds for all domains Dy in Th(Cr). Hence
χ = 0 a.e in Th(Cr).

Lemma 3.4. Let (u, χ) be a solution of (P ), X0 = (x0, y0) = Th(t0, ω0) be a point of Ω and
Br the open ball in Dh with center (t0, ω0) and radius r. Then we cannot have the following
situations (see Figure 5)
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Γ1 ∪ Γ2
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Th(Cr)¾

Th(Br(t0, ω0))
HHHY

u = 0

Figure 4

(i)

{
uoTh(t, ω0) = 0 ∀t ∈ (t0 − r, t0 + r)
uoTh(t, ω) > 0 ∀(t, ω) ∈ Br \ S, S = (t0 − r, t0 + r)× {ω0},

(ii)

{
uoTh(t, ω) = 0 ∀(t, ω) ∈ Br ∩ [ω ≤ ω0]
uoTh(t, ω) > 0 ∀(t, ω) ∈ Br ∩ [ω > ω0],

(iii)

{
uoTh(t, ω) = 0 ∀(t, ω) ∈ Br ∩ [ω ≥ ω0]
uoTh(t, ω) > 0 ∀(t, ω) ∈ Br ∩ [ω < ω0].

Proof. Assume ii) holds. The proof of i) and iii) is based on the same arguments. Let ζ ∈
D(Th(Br)), ζ ≥ 0. Using the fact that, by Lemma 3.2, χoTh = 0 a.e on Br ∩ [ω < ω0] and ±ζ
are tests functions for (P ), we obtain after using the change of variables Th

∫

Th(Br)

a(X)∇u.∇ζdX =
∫

Br∩[ω>ω0]

∂

∂t
(−Yh(t, ω))ζoThdtdω ≥ 0.
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@
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Figure 5 (i)

We deduce that div(a(X)∇u) ≤ 0 in D′(Th(Br)). By the strong maximum principle, we have
either u > 0 or u = 0 in Th(Br), which contradicts the assumption.

Lemma 3.5. Let (u, χ) be a solution of (P ), X0 = (x0, y0) = Th(t0, ω0) be a point of Ω such
that uoTh(t0, ω0) = 0. Then there exists ρ > 0 such that one of the following situations holds :

(i)





uoTh(t, ω) > 0 ∀(t, ω) ∈ Bρ(t0, ω0) ∩ [ω < ω0],
there exists a sequence (tn, ωn)n≥1 ⊂ Bρ(t0, ω0) ∩ [ω > ω0]
such that ∀n ≥ 1 uoTh(tn, ωn) = 0 and X(tn, ωn) −→

n→∞X0

(ii)





uoTh(t, ω) > 0 ∀(t, ω) ∈ Bρ(t0, ω0) ∩ [ω > ω0],
there exists a sequence (tn, ωn)n≥1 ⊂ Bρ(t0, ω0) ∩ [ω < ω0]
such that ∀n ≥ 1 uoTh(tn, ωn) = 0 and X(tn, ωn) −→

n→∞X0

18



µ

u > 0u = 0

Th(Br(t0ω0))
@

@I

Figure 5 (ii)

(iii)





There exists two sequences (t±n , ω±n )n≥1 ⊂ Bρ(t0, ω0),
such that ∀n ≥ 1 ω−n < ω0 < ω+

n uoTh(t−n , ω−n ) = uoTh(t+n , ω+
n ) = 0

and X(t−n , ω−n ) −→
n→∞X0, X(t+n , ω+

n ) −→
n→∞X0.

Proof. Let η > 0 such that Bη(t0, ω0) ⊂ Dh. By Proposition 3.1, we have uoTh(t, ω0) = 0
∀t ≥ t0. Then for any ρ ∈ (0, η), by Lemma 3.4, one of the following situations holds necessarily

α) ∃(t−1 , ω−1 ) ∈ Bρ(t0, ω0) ∩ [ω < ω0] such that uoTh(t−1 , ω−1 ) = 0
β) ∃(t+1 , ω+

1 ) ∈ Bρ(t0, ω0) ∩ [ω > ω0] such that uoTh(t+1 , ω+
1 ) = 0.

We discuss the following cases

• If α) and β) holds simultaneously for any ρ ∈ (0, η), then we are in the situation iii).

• If for example α does not hold for some ρ ∈ (0, η). Then uoTh > 0 in Bρ(t0, ω0)∩[ω < ω0].
Moreover by Lemma 3.4, β) holds for any ρ′ ∈ (0, ρ). In this case we are in the situation i).
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Figure 5 (iii)

• If for example β does not hold, then we show as in the previous case that we obtain the
situation ii).

4 A Comparison Result

In all what follows, we assume that

a ∈ C0,α
loc (Ω) (0 < α < 1) (4.1)

∃c0 ∈ R / ∀Y ∈ Ω : div(a(X)(X − Y )) ≤ c0 in D′(Ω). (4.2)

Note that (4.2) is satisfied in particular if a ∈ C0,1 or simply if div(a(X)e1), div(a(X)e2) ∈
L∞(Ω), where e1 = (1, 0) and e2 = (0, 1). Moreover, one can adapt the proof in [4] (see Remark
2.2 of this reference) to verify that u ∈ C0,1

loc (Ω). The main result of this section is the comparison
Lemma 4.4. First, we construct a barrier function and establish some of its properties.
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Lemma 4.1. Let k > 0, (x1, y), (x2, y) ∈ Ω with x1 < x2 and x2 − x1 = 2kε, where ε is small
enough so that

(x1 − ε, x2 + ε)× (y, y + 2ε) ⊂⊂ Ω.

Let Z = (x1 − ε, x2 + ε)× (y, y + ε) and denote by v the unique solution in H1(Z) of
{

div(a(X)∇v) = −div(H(X)) in Z

v = ε(y + ε− y)+ on ∂Z.
(4.3)

Then, there exists a positive constant C independent of ε such that

i) 0 < v ≤ Cε2 in Z

ii) |∇v(X)| ≤ Cε ∀X ∈ T = [x1, x2]× {y + ε}.

Proof. i) Since div(a(X)∇v) = −div(H(X)) ≤ 0 in Z and due to the boundary condition, we
deduce by the weak and strong maximum principles (see [5]) that v > 0 in Z.

To prove the second inequality, we introduce the function

ω : Ẑ = (0, 2k + 2)× (0, 1) −→ R+

X ′ = (x′, y′) 7−→ ω(X ′) = v(x1 − ε + εx′, y + εy′).

It is not difficult to check that
{

div(â(X ′)∇ω) = −ε2d̂ivH in Ẑ

ω = ε2(1− y′)+ on ∂Ẑ
(4.4)

where

â(X ′) = a(x1 − ε + εx′, y + εy′), d̂ivH(X ′) = (divH)(x1 − ε + εx′, y + εy′).

Moreover we have

â(X ′)ξ.ξ ≥ λ|ξ|2, ∀ξ ∈ R2, ∀X ′ ∈ Ẑ

|â|∞,bZ ≤ M, 0 ≤ d̂ivH(X ′) ≤ C = |divH|∞, ∀X ′ ∈ Ẑ.

Applying Theorem 8.16 p. 191 of [5], we get

supbZ ω ≤ sup
∂ bZ ω + C1

|ε2d̂ivH|Lq/2

λ

where q > 2 and C1 is a positive constant depending only on Y . So

sup
Z

v = supbZ ω ≤ ε2 + C2ε
2 = Cε2.

ii) Let S = ( 1
2 , 2k+ 3

2 )×{1} and Ẑ ′ = ( 1
2 , 2k+ 3

2 )×( 1
2 , 1). Since S is a C1,α boundary portion of

∂Ẑ, ω = 0 on S, we deduce from (4.4) by applying Corollary 8.36 p. 212 [5] that ω ∈ C1,α(Ẑ∪S)
with the following estimate

|ω|1,α,bZ′ ≤ C
(
|ω|0,bZ + |ε2d̂ivH|0,bZ)
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where C = C(λ,M,K, d′, S) is a constant independent of ε, d′ = d(Ẑ ′, ∂Ẑ\S) and K = max
i,j

(|aij |0,α).

Taking into account the estimate in i), we obtain

|∇ω|0,bZ′ ≤ |ω|1,α, bZ′ ≤ Cε2

which, in particular, leads to

|∇ω(x′, 1)| ≤ Cε2 ∀x′ ∈ [1, 1 + 2k].

Therefore
|∇v(x, y + ε)| =

1
ε

∣∣∣∇ω
(x− x1 + ε

ε
, 1

)∣∣∣ ≤ C ε ∀x ∈ [x1, x2].

Lemma 4.2. Let h ∈ πy(Ω), ω1, ω2 ∈ πx(Ω ∩ [y = h]) with ω1 < ω2.
Let y ∈ πy(Ω) such that γ(ωi) ∩ [y = y] 6= ∅ i = 1, 2.
Set Dy = Th([ω1 < ω < ω2])∩ [y > y]. Assume that Dy ∩ [y < y + ε] ⊂ (x1, x2)× (y, y + ε) ⊂ Z
with Z defined in Lemma 4.1. Then after extending v by 0 to Dy, we obtain

∫

Dy

(a(X)∇v + χ([v > 0])H(X))∇ζdX ≥ 0 ∀ζ ∈ H1(Dy), ζ ≥ 0, ζ = 0 on ∂Dy ∩ Ω.

Proof. Set T ′ = [y = y + ε] ∩ Dy ⊂ T and let ν be the outward unit normal vector to T . We
have by Lemma 4.1 ii) a(X)∇v.ν + H(X).ν = a(X)∇v.ey + H2(X) ≥ −Cε + h ≥ 0 on T ′ for ε
small enough. Now, for ζ ∈ H1(Dy), ζ ≥ 0, ζ = 0 on ∂Dy ∩ Ω, we have

∫

Dy

(a(X)∇v + χ([v > 0])H(X))∇ζdX =
∫

T ′
(a(X)∇v.ν + H(X).ν)ζdX ≥ 0.

The following lemma extends a lemma proved in [4] for H(X) = h(X)e2.

Lemma 4.3. Let (u, χ) be a solution of (P ). Assume that the hypothesis of Lemma 4.2 hold,
Dy ∩ Γ3 = ∅ and (see Figure 6)

uoTh(ty(ω1), ω1) = uoTh(ty(ω2), ω2) = 0

uoTh(ty(ω), ω) ≤ ε2 = v(ty(ω), ω) ∀ω ∈ (ω1, ω2),

then we have

lim
δ→0

1
δ

∫

Dy∩[v>0]∩[0<u−v<δ]

a(X)∇(u− v)+.∇(u− v)+dX = 0.
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•
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@@R

Γ1 ∪ Γ2
¾

Figure 6

Proof. For δ, η > 0, let Fδ(s) be the function introduced in the proof of Proposition 1.1, dη(y) =
Fη(y−ȳ) and ȳ = y+ε. By applying Lemma 3.2 and Lemma 4.2 for ζ = Fδ(u−v)+dη(1−Hδ(u))
and for ζ = Fδ(u− v) respectively, we get

∫

Dy

(
a(X)∇u + χH(X)

)
.∇(Fδ(u− v))dX

≤ −
∫

Dy

(
a(X)∇u + χH(X)

)
.∇(dη(1− Fδ(u)))dX. (4.5)

∫

Dy

(
a(X)∇v + χ([v > 0])H(X)

)
.∇(Fδ(u− v))dX ≥ 0. (4.6)

Using (4.5) and (4.6), we get since dη = 0 on [v > 0]

∫

Dy∩[v>0]

F ′δ(u− v)a(X)∇(u− v).∇(u− v)dX
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≤ −
∫

Dy∩[v=0]

(1− dη)
(
a(X)∇u + χH(X)

)
.∇(Fδ(u))dX

−
∫

Dy∩[v=0]

(1− Fδ(u))
(
a(X)∇u + χH(X)

)
.∇dηdX = Iδη

1 + Iδη
2 .

Since
|Iδη

1 | ≤
∫

Dy∩[ȳ<y<ȳ+η]

|(a(X)∇u + χH(X)
)
.∇(Fδ(u))|dX,

we obtain lim
η→0

Iδη
1 = 0.

As for Iδη
2 , we have

Iδη
2 = −

∫

Dy∩[u=v=0]

χH(X).∇dηdX

−
∫

Dy∩[u>0=v]

(1− Fδ(u))
(
a(X)∇u + H(X)

)
.∇dηdX = Iδη

3 + Iδη
4 ≤ Iδη

4 .

since

Iδ
3 = −

∫

Dy∩[u=v=0]

H2(X).χ.∂ydηdX =
−1
η

∫

Dy∩[u=v=0]∩[ȳ<y<ȳ+η]

H2(X)χdX ≤ 0.

Moreover since u ∈ C0,1
loc (Ω), one has for some constant C

|Iδη
4 | ≤ C

η

∫

Dy∩[u>v=0]∩[ȳ<y<ȳ+η]

(1− Fδ(u))dX

=
C

η

∫

J

∫ min(φh(ω),tȳ+η(ω))

tȳ(ω)

(1− Fδ(uoTh))(t, ω).(−Yh(t, ω))dtdω

≤ C

∫

J

(1
η

∫ tȳ(ω)+ η
h

tȳ(ω)

(1− Fδ(uoTh))dt
)
dω,

where J = {ω ∈ (ω1, ω2) / φh(ω) > tȳ(ω) }.
Since the function t 7→ 1− Fδ(uoTh(t, ω)) is continuous, we obtain

lim sup
η→0

|Iδη
4 | ≤ C

∫

J

(1− Fδ(uoTh(tȳ(ω), ω)))dω.

Hence

∫

Dy∩[v>0]∩[0<u−v<δ]

1
δ
a(X)∇(u− v)+.∇(u− v)+dX ≤ C

∫

J

(1− Fδ(uoTh(tȳ(ω), ω)))dω.

But given that ω ∈ J , we have uoTh(tȳ(ω), ω) > 0. Thus lim
δ→0

(1− Fδ(uoTh(tȳ(ω), ω))) = 0 and

the result follows.
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Lemma 4.4. Let (u, χ) be a solution of (P ). Assume that the hypothesis of Lemma 4.3 hold.
Then we have

u ≡ 0 in Dy ∩ [y > y + ε].

Proof. Let

D+ = Dy ∩ [v > 0] = Dy ∩ [y < y < y + ε]

4 = Th

({(t, ω) ∈ Dh / ω ∈ (ω1, ω2) , α−(ω) < t < ty+ε(ω)})

w =
{

(u− v)+ in D+

0 in 4 \D
+
.

We have w ∈ H1(4) since by assumption u ≤ v on 4∩ [y = y].
Let ζ ∈ D(4). We have

∫

4
a(X)∇w.∇ζdX =

∫

D+
a(X)∇(u− v)+.∇ζdX

= lim
δ→0

∫

D+
Fδ(u− v)a(X)∇(u− v)+.∇ζdX = lim

δ→0
Iδ.

Note that

Iδ =
∫

D+
a(X)∇(u− v)+.∇(Fδ(u− v)ζ)dX

− 1
δ

∫

D+∩[0<u−v<δ]

ζa(X)∇(u− v).∇(u− v)dX = I1
δ − I2

δ .

By Lemma 4.3, lim
δ→0

I2
δ = 0, since we have

|I2
δ | ≤ sup

4
|ζ| . 1

δ

∫

D+∩[0<u−v<δ]

a(X)∇(u− v).∇(u− v)dX.

Moreover, we have since (Fδ(u− v)ζ) ∈ H1
0 (D+),

I1
δ =

∫

D+
a(X)∇u.∇(Fδ(u− v)ζ)dX −

∫

D+
a(X)∇v.∇(Fδ(u− v)ζ)dX

= −
∫

D+
χH(X).∇(Fδ(u− v)ζ)dX +

∫

D+
H(X).∇(Fδ(u− v)ζ)dX

= 0 since χ = 1 a.e. in [u > 0].

It follows that ∫

4
a(X)∇w.∇ζdX = 0 ∀ζ ∈ D(4).

Since ω = 0 in ∆\D+, we obtain by the strong maximum principle : w = 0 in 4. Consequently,
u ≤ v in D+ and then uoTh(ty+ε(ω), ω) = 0 ∀ω ∈ [ω1, ω2]. Therefore

uoTh(t, ω) = 0 ∀t ≥ ty+ε(ω) ∀ω ∈ [ω1, ω2].
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Combining Lemma 3.5 and Lemma 4.4, we obtain the following useful lemma

Lemma 4.5. Let X0 = Th(t0, ω0) = (x0, y0) ∈ Ω, ω01, ω02 ∈ πy(Ω ∩ [y = h]) such that
u(X0) = 0, ω01 < ω0 < ω02 and γ(ω0i) ∩ [y = y0] 6= ∅, i = 1, 2.
Let ε > 0 and Dy0 = Th([ω01 < ω < ω02]) ∩ [y > y0]. We assume that for some k > 0,
Dy0 ∩ [y < y0 + ε] ⊂ (x0 − 2kε, x0 + 2kε) × (y0, y0 + 2ε) ⊂⊂ Ω, and for all ω ∈ (ω01, ω02)
uoTh(ty0(ω), ω) ≤ ε2. Then the following situations cannot hold :

(i)





There exits a sequence (tn, ωn)n≥1 ⊂ Bρ0(t0, ω0) ∩ [ω < ω0] satisfying
uoTh(tn, ωn) = 0 ∀n ≥ 1, X(tn, ωn) −→

n→∞X0,

∀n ≥ 1, X(α+(ωn), ωn) does not belong to the connected component of Γ1 ∪ Γ2

which contains X(α+(ω0), ω0)

(ii)





There exits a sequence (tn, ωn)n≥1 ⊂ Bρ0(t0, ω0) ∩ [ω > ω0] satisfying
uoTh(tn, ωn) = 0 ∀n ≥ 1, X(tn, ωn) −→

n→∞X0

∀n ≥ 1, X(α+(ωn), ωn) does not belong to the connected component of Γ1 ∪ Γ2

which contains X(α+(ω0), ω0).

Proof. We will consider only the first situation. The second one can be treated similarly.
Let (x∗, y∗) ∈ M such that y∗ > y0 +ε, where M is the domain enclosed between γ(ω01), γ(ω0),
[y = y0] and ∂Ω. Consider the maximal solution X(., x∗, y∗) of X ′(t) = H(X(t)), X(0) =
(x∗, y∗). The orbit γ(x∗, y∗) of X(., x∗, y∗) leaves M from the top at a point of ∂Ω and from
the bottom at a point (x∗, y0) of [y = y0].
From Lemma 3.1 ii), we know that (x∗, y0) = X(ty0(ω∗), ω∗, h) for some ω∗ ∈ (ω01, ω0). It
follows that the two orbits γ(x∗, y∗) and γ(ω∗, h) coincide. Therefore we have X(t, x∗, y∗) =
X(t + t∗, ω∗, h), where t∗ = ty∗(ω∗) is defined by (x∗, y∗) = X(t∗, ω∗, h).
We have X1(ty∗(ω01), ω01, h) < x∗ < X1(ty∗(ω0), ω0, h) and X1n(ty∗(ω0), ωn, h) converges to
X1(ty∗(ω0), ω0, h) when n →∞. So there exists n1 > 1 such that x∗ < X1n1(ty∗(ω0), ωn1 , h).
We deduce that (x∗, y∗) ∈ Mn1 : the domain enclosed between γ(ω01), γ(ωn1), [y = y0] and ∂Ω.
It follows, by Lemma 4.4, that u ≡ 0 in Mn1∩[y ≥ y0+ε]. In particular, we obtain u(x∗, y∗) = 0.
This holds for any point of M . Then u ≡ 0 in M ∩ [y ≥ y0 + ε]. But (see Remark 3.1), this
contradicts M ∩ Γ3 6= ∅ and u > 0 on Γ3.

Remark 4.1. Lemma 4.5 becomes trivial if α+ is continuous. However we know only that α+

is lower semi-continuous (see Lemma 10.5 p. 125, [1]). Of course one can have more regularity
for α+ if one assumes more regularity on H and the boundary of Ω. Actually one can verify
that α+ is C1 if H ∈ C1(Ω), ∂Ω is C1 and H(X).ν does not vanish on ∂Ω (see Proposition
2.1, [3]).
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5 Continuity of the Free Boundary

The main result of this section is the continuity of the functions φh representing the free
boundary. Note that by Remark 3.1, if X(φh(ω), ω) ∈ Ω, then X(α+(ω), ω) ∈ ∂Ω \Γ3. Here we
will consider the case where X(α+(ω), ω) ∈ ∂Ω \ Γ3.

Theorem 5.1. For each h ∈ πy(Ω), the function φh is continuous at each ω ∈ πx(Ω∩ [y = h])
such that X(φh(ω), ω) ∈ Ω and X(α+(ω), ω) ∈ ∂Ω \ Γ3.

Proof. Let ω0 ∈ πx(Ω ∩ [y = h]) such that X(φh(ω0), ω0) = Th(φh(ω0), ω0) = Th(t0, ω0) =
(x0, y0) = X0 ∈ Ω and X(α+(ω0), ω0) ∈ ∂Ω \ Γ3.

Let 0 < ε < min
(h

3
(α+(ω0)− t0),

h

2
(t0 − α−(ω0))

)
.

Since u(X0) = 0 and u continuous, there exists ρ∗ ∈ (0, ε) such that

u(X) ≤ ε2 ∀X ∈ Bρ∗(X0) ⊂ Th(Dh). (5.1)

Since (t0, ω0) belongs to the open set T−1
h

(
Bρ∗(X0)

)
, there exists η1 ∈ (0, ρ∗) such that

Bη1(t0, ω0) ⊂⊂ T−1
h

(
Bqρ∗(X0)

)
with q = h/4h̄. (5.2)

By Theorem 3.4 p 24 [6], ∃η2 ∈ (0, η1) such that

X(t, ω) exists for all (t, ω) ∈ [α−(ω0), α+(ω0)]× (ω0 − η2, ω0 + η2) (5.3)
and (t, ω) 7−→ X(t, ω) is continuous.

So there exists η3 ∈ (0, η2) such that

|X(t, ω)−X(t0, ω0)| < ε ∀(t, ω) ∈ Bη3(t0, ω0). (5.4)

Set ρ = η3 < ε. By Lemma 3.4, one of the following situations is true :

i) ∃(t1, w1) ∈ Bρ(t0, ω0) such that ω1 < ω0 and uoTh(t1, ω1) = 0
ii) ∃(t2, ω2) ∈ Bρ(t0, ω0) such that ω2 > ω0 and uoTh(t2, ω2) = 0.

We will consider only the case where i) holds (see Figure 7). The other case can obviously be
treated in a similar way. Note that X(t1, ω1) is at the left hand side of the orbit γ(ω0) since
X(0, ω1) = (ω1, h), X(0, ω0) = (ω0, h) and ω1 < ω0.
Set y = max(X2(t0, ω0), X2(t1, ω1)). Then

uoTh(ty(ωi), ωi) = 0 i = 0, 1. (5.5)
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Consider the set

O = {(x, y) = X(t, ω) ∈ Th(Dh) / |ω − ω0| < ρ} ∩ [y < y < y + ε].

Then we have

Lemma 5.1. For all ω in (ω0 − ρ, ω0 + ρ), we have

γ(ω) ∩ [y = y] 6= ∅ and X2(α−(ω0), ω) < y < y + ε < X2(α+(ω0), ω).

Moreover the open set O can be written

O = Th

(
{(t, ω) ∈ Dh / |ω − ω0| < ρ, ty(ω) < t < ty+ε(ω)}

)
.

Proof. i) First we show that

X2(α−(ω0), ω) < y < y + ε < X2(α+(ω0), ω) ∀ω ∈ (ω0 − ρ, ω0 + ρ). (5.6)

Indeed we have for ω ∈ (ω0 − ρ, ω0 + ρ)

X2(α+(ω0), ω)−X2(t0, ω) =
∫ α+(ω0)

t0

H2(X(s, ω))ds ≥ h(α+(ω0)− t0)

X2(α−(ω0), ω)−X2(t0, ω) = −
∫ t0

α−(ω0)

H2(X(s, ω))ds ≤ −h(t0 − α−(ω0)).

Using (5.4), we get

X2(α+(ω0), ω) ≥ X2(t0, ω0)− ε + h(α+(ω0)− t0)
X2(α−(ω0), ω) ≤ X2(t0, ω0) + ε− h(t0 − α−(ω0)).

Since |X2(t0, ω0)− y| ≤ |X2(t0, ω0)−X2(t1, ω1)| < ρ < ε (by (5.4)), we get

X2(α+(ω0), ω) ≥ y − 2ε + h(α+(ω0)− t0)
X2(α−(ω0), ω) ≤ y + 2ε− h(t0 − α−(ω0)).

To conclude it is enough to verify that

−2ε + h(α+(ω0)− t0) > ε and 2ε− h(t0 − α−(ω0)) < 0

which is assured by the choice of ε.
As a consequence of (5.6), we obtain by the intermediate value theorem that γ(ω)∩ [y = y] 6= ∅
for all ω ∈ (ω0 − ρ, ω0 + ρ).

ii) Clearly O′ = Th

(
{(t, ω) ∈ Dh, |ω − ω0| < ρ, ty(ω) < t < ty+ε(ω)}

)
⊂ O. To prove that

O ⊂ O′, it is enough to show that

∀(ω, y) ∈ (ω0 − ρ, ω0 + ρ)× [y, y + ε] ∃ty(ω) ∈ (α−(ω0), α+(ω0)) : X2(ty(ω), ω) = y

which is a consequence of (5.6) and the continuity of the function t 7−→ X2(t, ω).
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Lemma 5.2. We have

|ty(ω)− t0| < 2ε

h
∀ω ∈ (ω0 − ρ, ω0 + ρ). (5.7)

Proof. Let ω ∈ (ω0 − ρ, ω0 + ρ). We have

y −X2(t0, ω) = X2(ty(ω), ω)−X2(t0, ω) =
∫ ty(ω)

t0

H2(X(s, ω))ds.

If y = X2(t0, ω0), then by (5.4), |y −X2(t0, ω)| < ε.
If y = X2(t1, ω1), then we have

|y −X2(t0, ω)| ≤ |X2(t1, ω1)−X2(t0, ω0)|+ |X2(t0, ω0)−X2(t0, ω)|.
Using (5.4) and the fact that (t1, ω1) ∈ Bρ(t0, ω0), we deduce that |y −X2(t0, ω)| < 2ε.
We conclude by distinguishing the cases ty(ω) > t0, ty(ω) < t0 and use (1.3) to conclude.

We claim that

Lemma 5.3.

O ⊂ (x0 − kε, x0 + kε)× (y, y + ε), k = c0

(
1 +

2
h

)
+

h̄

h
.

Proof. Indeed, let X(t, ω) ∈ O. By definition of O, we have y < X2(t, ω) < y + ε. So we only
need to verify that |X1(t, ω)− x0| < kε.
Note that, since Th ∈ C0,1(Dh), we have

|X1(ty(ω), ω)−X1(t0, ω0)| ≤ c0(|ty(ω)− t0|+ |ω − ω0|).

Using (5.7), we get for all ω in (ω0 − ρ, ω0 + ρ)

|X1(ty(ω), ω)−X1(t0, ω0)| < c0(
2ε

h
+ ρ) < c0

(
1 +

2
h

)
ε. (5.8)

We also have for ω ∈ (ω0 − ρ, ω0 + ρ) and ty(ω) < t = ty(ω) < ty+ε(ω)

ε ≥ y − y = X2(t, ω)−X2(ty(ω), ω) =
∫ t

ty(ω)

H2(X(s, ω))ds ≥ h(t− ty(ω))

|X1(t, ω)−X1(ty(ω), ω)| =
∣∣∣
∫ t

ty(ω)

H1(X(s, ω))ds
∣∣∣ ≤ h̄(t− ty(ω)) ≤ h̄

h
ε. (5.9)

Combining (5.8) and (5.9), we obtain

|X1(t, ω)−X1(t0, ω0)| ≤ |X1(t, ω)−X1(ty(ω), ω)|+ |X1(ty(ω), ω)−X1(t0, ω0)|

<
(
c0

(
1 +

2
h

)
+

h̄

h

)
ε = kε ∀X(t, ω) ∈ O.
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From now on, we assume that ε is small enough to ensure that

(x0 − (k + 1)ε, x0 + (k + 1)ε)× (y, y + 2ε) ⊂⊂ Ω.

We set

x1 = x0 − kε, x2 = x0 + kε

Z = (x1 − ε, x2 + ε)× (y, y + ε)

Dy = Th

({
(t, ω) ∈ Dh, ω ∈ (ω1, ω0), t > ty(ω)

})
.

We have

Lemma 5.4. The line segment S = [X(ty(ω1), ω1), X(ty(ω0), ω0)] ⊂ Bρ∗(X0).

Proof. Since Bρ∗(X0) is convex, it suffices to prove that X(ty(ω1), ω1) , X(ty(ω0), ω0) ∈ Bρ∗(X0).
First, we have (t1, ω1) ∈ Bρ(t0, ω0), and by (5.2), we are led to X(t1, ω1) ∈ Bqρ∗(X0). Using
the definition of y, we get

|y −X2(t0, ω0)| < qρ∗ < ρ∗/4.

In the same way we have

|y −X2(t1, ω1)| ≤ |X2(t0, ω0)−X2(t1, ω1)| < qρ∗ < ρ∗/4.

Now, for i = 0, 1, we have

X1(ty(ωi), ωi)−X1(ti, ωi) =
∫ ty(ωi)

ti

H1(X(s, ωi))ds

y −X2(ti, ωi) = X2(ty(ωi), ωi)−X2(ti, ωi) =
∫ ty(ωi)

ti

H2(X(s, ωi))ds ≥ 0,

from which we deduce that

|X1(ty(ωi), ωi)−X1(ti, ωi)| ≤ h̄

h
|y −X2(ti, ωi)| < ρ∗/4.

Hence

|X1(ty(ω0), ω0)−X1(t0, ω0)| < ρ∗/4

|X1(ty(ω1), ω1)−X1(t0, ω0)| ≤ |X1(ty(ω1), ω1)−X1(t1, ω1)|+ |X1(t1, ω1)−X1(t0, ω0)|
< ρ∗/4 + qρ∗ < ρ∗/2.

We conclude that |X(ty(ωi), ωi)−X(t0, ω0)| ≤
√

(ρ∗/4)2 + (ρ∗/2)2 < ρ∗.

End of the Proof of Theorem 5.1. As a consequence of Lemma 3.1 ii) and Lemma 5.4, we have

uoTh(ty(ω), ω) ≤ ε2 ∀ω ∈ (ω1, ω0). (5.10)
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Moreover by Lemma 5.3, we have Dy ∩ [y < y < y + ε] ⊂ (x1, x2)× (y, y + ε).
We discuss the following cases :

1st case: Dy ∩ Γ3 = ∅
Applying Lemma 4.4, we deduce that u ≡ 0 in Dy ∩ [y ≥ y + ε].

Set X ′
0 = X(t′0, ω

′
0) = X(ty+ε(ω0), ω0). Arguing as before, one can find (t2, ω2) ∈ Bρ′(t′0, ω

′
0) ∩

[ω > ω0] such that uoTh(t2, ω2) = 0. We define y′ = max(X2(t′0, ω
′
0), X2(t2, ω2)) and Dy′ =

Th(ω0 < ω < ω2) ∩ [y > y′].

• If Dy′ ∩ Γ3 = ∅, then u ≡ 0 in Th(ω0 < ω < ω2) ∩ [y > y′ + ε]. So for all ω ∈ (ω1, ω2),
we have

φh(ω) ≤ ty′+ε(ω) ≤ ty′(ω) +
ε

h
< t′0 +

3ε

h

< ty(ω0) +
ε

h
+

3ε

h
< t0 + 2

ε

h
+

4ε

h
= φh(ω0) +

6ε

h

which is the upper semi-continuity (u.s.c) of φh at ω0.

• If Dy′ ∩Γ3 6= ∅, then X(α+(ω2), ω2) does not belong to the same connected component
of Γ1∪Γ2 containing X(α+(ω0), ω0). Moreover we are now in the situation iii) of Lemma 3.5. So
there exists (t+n , ω+

n ) ∈ Bρ′(t′0, ω0)∩[ω > ω0] satisfying uoTh(t+n , ω+
n ) = 0 and X(t+n , ω+

n ) −→
n→∞X ′

0.
By Lemma 4.5, there exists n0 ≥ 1 such that X(α+(ωn0), ωn0) belongs to the same connected
component of Γ1∪Γ2 which is containing X(α+(ω0), ω0). Necessarily, the set {X(α+(ω), ω), ω ∈
[ω0, ω

+
n0

]} is contained in this connected component. Then, by considering Dy′∩ [ω1 < ω < ω+
n0

],

we can argue as in the previous case, since Dy′ ∩ [ω1 < ω < ω+
n0 ] ∩ Γ3 = ∅, to show that φh is

u.s.c at ω0.

2nd case: Dy ∩ Γ3 6= ∅
From Lemma 3.5, we can have a sequence (t−n , ω−n )n≥1 in Bρ(t0, ω0) ∩ [ω < ω0] or a sequence
(t+n , ω+

n )n≥1 in Bρ(t0, ω0) ∩ [ω > ω0] or both of them, converging to X0 and such that uoTh

vanishes on each point of the sequences. By Lemma 4.5, we can find ω−n1
< ω0 or ω+

n2
> ω0

such that X(α+(ω−n1
), ω−n1

) or X(α+(ω+
n2

), ω+
n2

) or both of them belong to the same connected
component of Γ1 ∪ Γ2 which is containing X(α+(ω0), ω0). We conclude for the last case by
considering Dy′ ∩ [ω−n1

< ω < ω+
n2

]. For the other cases, we are back to the 1st one.

6 Some Remarks

In this section we first propose a different proof for Theorem 5.1 when H is more regular. Then
we show that conditions (4.1)-(4.2) are not sharp. Finally we show that in condition (3.1), one
can replace the direction e = (0, 1) by any other direction.

Remark 6.1. When H ∈ C1,1(Ω), it is possible to give another proof for Theorem 5.1 much
simpler than the above one. It consists on using the change of variables Th, which is now a C1,1

diffeomorphism, to reduce the problem to a problem of type (P0).
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Prof of Theorem 5.1 when H ∈ C1,1(Ω). Indeed let h ∈ πy(Ω), ξ ∈ H1(Dh), ξ = 0 on (∂Dh ∩
T−1

h (Γ3)) ∪ (∂Dh ∩ Ω) and ξ ≥ 0 on ∂Dh ∩ T−1
h (Γ2). Then ξoT−1

h χ(Th(Dh)) is a test function
for (P ) and we have

∫

Th(Dh)

(a(X)∇u + χH(X)).∇(ξoT−1
h )dX ≤ 0

which can be written using the change of variables Th

∫

Dh

(A(t, ω)∇(uoTh) + χoTh.h(t, ω)et).∇ξdtdω ≤ 0

where the matrix A and the function h are given by

h(t, ω) = |Yh(t, ω)|, et = (1, 0)
A(t, ω) = |Yh(t, ω)|tP (t, ω).a(X(t, ω)).P (t, ω)

with P = (tJ Th)−1 =
1

Yh(t, ω)




∂X2

∂ω
(t, ω) −H2(X(t, ω))

−∂X1

∂ω
(t, ω) H1(X(t, ω))


 .

Note that from Proposition 2.3, the function h satisfies
{

0 < h ≤ h(t, ω) ≤ Ch̄ for a.e (t, ω) ∈ Dh

0 ≤ ht(t, ω) ≤ Ch̄ for a.e (t, ω) ∈ Dh.

From the proof of Proposition 2.3,
∂X

∂ω
= U(t, ω) satisfies the following differential equation

{
U ′(t, ω) = DH(X(t, ω)).U(t, ω)
U(0, ω) = (1, 0).

Arguing as in the proof of Proposition 2.3, we deduce, since DH ∈ C0,1(Ω), that
∂X

∂ω
∈

C0,1(Dh). Moreover
1

Yh(t, ω)
= − 1

H2(ω, h)
exp

(−
∫ t

0

(divH)(X(s, ω))ds
)

clearly belongs to C0,1(Dh).

Hence the matrix A satisfies

A ∈ C0,1(Dh) and |A(t, ω)| ≤ C

where C is a positive constant. To conclude, it remains to verify the following ellipticity condition

A(t, ω)ξ.ξ ≥ µ|ξ|2 ∀ξ ∈ R2, for a.e. (t, ω) ∈ Dh, for some positive constant µ.

So, let ξ ∈ R2. We have

A(t, ω)ξ.ξ = |Yh|. < aoTh.P ξ, Pξ >≥ λ|Yh||Pξ|2 = λ|Yh| <t PPξ, ξ > .

Denote by Q the matrix tPP . Since Q is symmetric, its eigenvalues κ1 and κ2 are real numbers.
Moreover, we have

κ1.κ2 = detQ = (detP )2 =
1

Y 2
h

(6.1)
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κ1 + κ2 = trQ =
1

Y 2
h

(
H2

1 + H2
2 +

(∂X1

∂ω

)2 +
(∂X2

∂ω

)2
)
. (6.2)

Then κ1 > 0 and κ2 > 0. Assume for example that κ1 ≤ κ2 and set m = inf
(t,ω)∈Dh

κ1(t, ω).

Suppose m = 0. There exists a sequence (tn, ωn) ∈ Dh such that m = lim
n→∞

κ1(tn, ωn) = 0.

Since H and
∂X

∂ω
are bounded, we deduce from (6.2) that the sequence κ2(tn, ωn) is bounded in

R+. So there exists a subsequence (nk)k≥1 such that lim
k→∞

κ2(tnk
, ωnk

) = κ∗ with 0 ≤ κ∗ < ∞.

Now, letting k → ∞ in (6.1), we get lim
k→∞

1
Y 2

h (tnk
, ωnk

)
= 0 which is a contradiction with

Proposition 2.3 iv). So m > 0.
Now since Q is symmetric, there exists an orthogonal matrix O (i.e OtO =t OO = I2) such
that Q = ODO−1, D is a diagonal matrix with diagonal coefficients equal to the eigenvalues of
Q. Then we have

< Qξ, ξ >=< DO−1ξ,t Oξ >=< DtOξ,t Oξ >≥ m|tOξ|2 = m|ξ|2.
Hence

< Aξ, ξ >≥ λm|Yh|ξ|2 ≥ λmh|ξ|2 ∀ξ ∈ R2.

We conclude (see [4]) that the free boundary ∂[uoTh > 0] ∩ Dh is a continuous curve [t =
φh(ω)].

Remark 6.2. The conditions under which Theorem 5.1 is proved are not sharp. Indeed we
present below a proof when H(X) = a(X)e, that is to say when (P ) is the weak formulation of
the dam problem with Dirichlet boundary conditions, with a(X) satisfying (1.1)-(1.2), a(X)e ∈
C0,1(Ω), but not the assumptions (4.1)-(4.2). Note that only the proof of Lemma 4.4. requires
the last assumptions. Actually the proof given in section 4 is based on the comparison of u
with respect to the barrier function defined by (4.3). It uses the local Lipschitz continuity of u
which requires the assumptions (4.1)-(4.2). For this special case, we propose another proof using
an explicit barrier function. Moreover the assumption “uoTh(ty(ω), ω) ≤ ε2 ∀ω ∈ (ω1, ω2)” in
Lemma 4.3, will be modified by changing ε2 to ε.

Proof of lemma 4.4 when H(X) = a(X)e. Let v(y) = (ε+ y− y)+ and ξ(x, y) = χ(Dy)(u− v)+.

Since v ≥ 0 = u on (∂Dy \ ([y = y])) ∩ Ω, we have ξ = 0 on (∂Dy \ ([y = y])) ∩ Ω. Moreover
v(y) = ε ≥ u(x, y) and then ξ(x, y) = 0. It follows that ξ = 0 on (∂Dy ∩ Ω) ∪ (∂Dy ∩ Γ2), and
±ξ are test functions for (P ). So we have

∫

Dy

(
a(X)∇u + χa(X)e

)
.∇(u− v)+dX ≤ 0. (6.3)

We also have ∫

Dy

(
a(X)∇v + χ([v > 0])a(X)e

)
.∇(u− v)+dX = 0. (6.4)

Subtracting (6.4) from (6.3), we obtain
∫

Dy∩[v>0]

a(X)∇(u− v).∇(u− v)+dX
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+
∫

Dy∩[v=0]

a(X)(∇u + χe).∇udX ≤ 0. (6.5)

By Lemma 3.2, we have for Dy+ε = [y > y + ε] ∩Dy = Dy ∩ [v = 0] and ζ = y − (y + ε)

∫

Dy∩[v=0]

a(X)(∇u + χe).edX ≤ 0. (6.6)

Adding (6.5) and (6.6), we get by taking into account (P )i)
∫

Dy∩[v>0]

a(X)∇(u− v).∇(u− v)+dX

+
∫

Dy∩[u>v=0]

a(X)(∇u + e).(∇u + e)dX

+
∫

Dy∩[u=v=0]

χa(X)e.edX ≤ 0.

or by (1.2)

∫

Dy∩[v>0]

|∇(u− v)+|2dX +
∫

Dy∩[u>v=0]

|∇u + e|2dX +
∫

Dy∩[u=v=0]

χdX ≤ 0.

Since the three integrals in the left hand side of the above inequality are all nonnegative, we
obtain ∇(u − v)+ = 0 a.e. in Dy ∩ [v > 0] and then, since (u − v)+ = 0 on ∂Dy ∩ [y = y], we
get u ≤ v in Dy ∩ [v > 0]. This leads to u(x, y + ε) = 0 ∀x ∈ πx(Dy ∩ [y = y + ε]). Hence u = 0
in Dy ∩ [y ≥ y + ε].

Remark 6.3. The assumption (1.3) can be replaced by the more general one

|H1(X)| ≤ h, 0 < h ≤ H(X).ν ≤ h a.e. X ∈ Ω (6.7)

where ν 6= 0 is a constant vector.

Proof of Remark 6.3 Indeed, set ν = (ν1, ν2), n = (−ν2, ν1). We can assume that |ν| = ν2
1 +ν2

2 =
1. Clearly (n, ν) is an orthonormal basis of R2.
For a point M ∈ Ω, we denote by X (resp. Y ) its coordinates in the canonical (resp. new) basis
(e1, e2) (resp. (n, ν)). We have

X = RY with R = R−1 =



−ν2 ν1

ν1 ν2


 .

Consider the change of variables θ : Y 7−→ X = RY from θ−1(Ω) = Ω̃ into Ω. Let ξ ∈ H1(Ω̃),
ξ = 0 on Γ̃3, ξ ≥ 0 on Γ̃2, where Γ̃i = θ−1(Γi) for i = 1, 2, 3. Using ξoθ−1 as a test function for
(P ), we obtain
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∫

Ω

(a(X)∇u + χH(X)).∇(ξoθ−1)dX

=
∫

θ−1(Ω)

(R.aoθ.R∇Y (uoθ) + χoθR.Hoθ).∇Y ξdY

=
∫
eΩ(ã(Y )∇ũ + χ̃H̃(Y ))∇ξdY.

where ã(Y ) = R.aoθ(Y ).R, ũ = uoθ, χ̃ = χoθ, and H̃(Y ) = R.Hoθ(Y ). Note that Hoθ =
H1oθe1 + H2oθe2 = H̃1(Y )n + H̃2(Y )ν = R.H̃(Y ). Then

H̃1(Y ) = −ν2H1oθ(Y ) + ν1H2oθ(Y ) and H̃2(Y ) = ν1H1oθ(Y ) + ν2H2oθ(Y ) = Hoθ(Y ).ν.

We deduce that

|H̃1(Y )| ≤ 2h, 0 < h ≤ H̃2(Y ) ≤ h̄ a.e. Y ∈ θ−1(Ω).

Finally, one can check easily that (divY H̃)(Y ) = (divXH)(X) from which we deduce that

divY H̃ ∈ L∞(θ−1(Ω)) and (divY H̃(Y )) ≥ 0 a.e. Y ∈ θ−1(Ω).

Similarly one can check that ã(Y ) satisfies the assumptions (1.1)-(1.2) and (4.1)-(4.2).
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