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Abstract: The whole class of linear 3-step methods for solving system of ordinary 
differential equations is shown in a parameter space. Almost all of the existing stiffly 
stable methods of this class are found. Particular emphasis is given to develop 
methods with large region of instability in the right half plane which are suitable for 
stiff systems with the capability of detecting unstable behavior of a problem. 

1. Introduction 
The numerical solution of ordinary differential equations is a relatively old topic. 
The typical scientific problems can be solved by using standard methods both 
easily and cheaply. But there are some kinds of problems which classical methods 
do not handle very efficiently and reliably. One such problems is stiff differential 
equations with mathematically unstable solutions. 
Our study and research is one of the kind of subset of linear multistep methods 
(LMM) that are better than Backward Differentiation Formulae (BDF) which are 
widely used in practice for stiff problems. We have restricted the study to 3-step 
methods only. The ideas, however, can be extended to multistep methods of 
higher stepnumber 

 
2. What is Stiff Differential Equation? 

Consider the example 

         11 yy −=′ ,               1)0(1 =y  

    22 2000yy −=′ ,      1)0(2 =y  
 

The solution of this system is 
    tey −=1  
               tey  2000

2
−=  

To illustrate the behavior of stiffness let us, for simplicity, use the Euler's Method 
           ),( 1 nnnn ytfhyy +=+   
to solve this system. To examine absolute stability, we consider in general, the 
equation yy λ=′ , where λ  is a complex number. For this 
           nnnn yhhyyy )1(1 λλ +=+=+  
Consequently, Euler's method is absolutely stable in the region  
            1  |1| ≤+ hλ   
which is a unit circle in the complex hλ -plane centered at (-1 ,0)  which is shown 
in the following figure1.  
 
For our example to achieve stability we then must have 
    hh <≤− 0  or,     ,1|20001| .001.0≤  
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This shows that very small stepsizes  must be taken to maintain the stability. On 
the other hand when the transient dies it is not necessary to take h  so small for the 
accuracy of the solution. 
 
                                     hλ -plane ( )iyxh +=λ                        

   
                                          Figure 1 
 
The local truncation error of Euler's method is 
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For 02.0>t  we have 49.02
1 ×< hL     and  112

2 102 −××< hL . 
So for 005.01 <L  we can choose 1.0=h  in which case 13

2 102 −×<L . But for 
stability reason we must take  hh <≤− 0  or,     ,1|20001| .001.0≤  So we see that 
stability rather than accuracy dictates the step size. This is the phenomenon of stiff 
differential equations. 
  

3. Danger of too stable methods 
The stability region of some methods for the solution of stiff differential equations 
contain a large portion of right half plane. Backward Euler's method, BDF 
methods etc. are of this type. These methods when applied to the scalar test 
problem, 
    1)0(       , ==′ yyy λ  
produce decreasing sequences if  λh  lies inside the stability region while the 
exact      solution, 
    tety λ=)(  , 
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is decreasing only if .0)Re( <λ Thus the numerical method may in some cases 
give decreasing solutions when the exact solution is exponentially growing. 
 
 

4. Linear 3-step Methods 
The 3-step LMS method has the form: 
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 where  jα  and  jβ  are real constants, .03 ≠α  We assume that 13 =α  and not 
both 0α  & 0β  are zero. The associated linear difference operator is 
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Expanding  )( jhty +  and )( jhty +′  in Taylor series about t  we get 
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If the order is sought to be p , where  1≥p  then 
      .010 ==⋅⋅⋅⋅⋅== pCCC  
For all consistent methods  .010 == CC  Thus 
       3210 αααα +++ =0  
        3210321 32 ββββααα +++=++   
The corresponding ρ  polynomial for all these methods is                                               
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This can be written as 
   )]1()1()[1()( 212

2 ααςαςςςρ +++++−=         
We put 
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Then  
     ))(1()( 2 ba +−−= ςςςςρ  
    
For the stability requirement (zero-stability), we are interested in those values of 
a  and b  for which the quadratic factor 
   ba +− ςς 2  
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has  roots such that 1|| <ς , that is, the roots lie inside the unit circle in the 
complex plane. The easiest way to find this is to find the boundary in the  ),( ba -
plane where 1|| =ς  is a root. We see that 1−=ς  is a root if 
 (4.2)  01 =++ ba  
and  1+=ς  is a root if 
 (4.3)  .01 =+− ba  
The only other possibility is that a complex conjugate pair on the unit circle 
occurs. For this 1=b  and the discriminant must be negative. This occurs when 
   .04   and    1 2 <−= ab  
This gives the segment 
  (4.4)              and    1=b  .22 <<− a  
The lines (4.2) & (4.3) and the segment (4.43) form a closed region which is a 
triangle which is shown in Figure 2. 

                                                                                                
         Figure 2 
 
 

5. The family of 3rd order Linear 3-step Methods 
If the order 3=p ,  then  .03210 ==== CCCC  Therefore, we have, 

(5.1)             

)94(3278
)32(294

32
0

321321

321321

3210321

3210

βββααα
βββααα
ββββααα

αααα

++=++
++=++
+++=++

=+++

 

and the error constant is given by 
(5.2)             6/)278(24/)8116( 3213214 βββααα ++−++=C  
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Using  (4.1) 3,2,1,0   , =jjα  can be written as 
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While  jβ 's  can be related as 
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In these 3 equations there are  4 β 's. So to solve jβ  in terms of  ,,ba  we 
introduce another parameter  c  by putting 
(5.5)                 c=3β  
So by (5.3) and by solving (5.4) & (5.5) we obtain 
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and the error constant (5.2) becomes 
(5.7)                 cbaC −++= 24/)9(4  
     Choosing ),( ba  freely from the region shown in Figure 2 and taking c  
arbitrarily we can obtain all possible zero-stable 3-step linear multistep methods 
of order 3. 
 

6. Stiffly stable linear 3-step methods 
 

By using Routh-Hurwitz Criterion it can be shown that 3-step methods are stiffly 
stable  if ),( ba  lies in the triangular region V bounded by dashed lines in Figure 3 
and c  satisfies the inequality: 
    
 (6.1)   ))1(6/()21)(1(24/)11(24/)11(0 bababbacba +−++−++−<<+−< . 
 
Example 1:  It is seen that for BDF method ,11/7=a   11/2=b   and  11/6=c . 
Clearly (7/11,2/11) lies in V and for this point (6.1) becomes 
 
                21/44 < 21/44 +27/44 = 48/44 
. 
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11/6=c  clearly satisfies this inequality. Hence 3-step BDF method is stiffly 
stable. The stability region of this method is the exterior of the simply closed 
curve shown in Figure 4. 

 
                                                          Figure 3 
 

 
                                                           Figure 4 
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7.  Example of danger of too stable methods:  Methods like BDF which has small 
region of instability (see Figure 4) are some times dangerous to some stiff problems. 
Lindberg (see [1]) described two test problems in which the eigenvalues changes from 
large negative values to large positive values. We consider one problem here which is: 

                      

.0)0(               , 5.05.0

1)0(                                   , 1

1)0(         , 1010

1)0(            , 1010

4344

333

232
4

41
4

2

142
4

31
4

1

=+−−=′
−=−=′

=+−=′
=+=′

yyyy

yyy

yyyyyy

yyyyyy

 

 
The exact solution of this problem can be characterized in the following way: 
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If we set  Tyyy ],[ 21= , then  ytAy )(=′  and  Ty ]1,1[)0( = , where 
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The eigenvalues of  )(tA  are 
                        ])21[(104

2,1
tt itee −− ±−=λ . 

So initially the eigenvalues are 410−   and  approach to  410   as  .∞→t  So 
methods like BDF can not detect the instability of these solutions. 
 
The MATLAB subroutine for stiff problems, namely ODE15S, ODE23S, 
ODE23T, ODE23TB  also could not detect them. With these subroutines the 
solution of this problem is shown in Figure 5. 
 
But when we use our 3-step method with 496.0,1.0,0.1 === cba  (for example) 
which has a large instability region (see Figure 6), (with step size ,1.0=h  for 
example) the instability of the problem is detected (see Figure 7).  
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                                                        Figure 5 
   
 

 
                                                     Figure 6 
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                                                    Figure 7 
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