Simple random sample (SRS)
In statistics, a simple random sample from a population is a sample chosen randomly, so that each possible sample has the same probability of being chosen. One consequence is that each member of the population has the same probability of being chosen as any other. In small populations such sampling is typically done "without replacement", i.e., one deliberately avoids choosing any member of the population more than once. Although simple random sampling can be conducted with replacement instead, this is less common and would normally be described more fully as simple random sampling with replacement.

Conceptually, simple random sampling is the simplest of the probability sampling techniques. It requires a complete sampling frame, which may not be available or feasible to construct for large populations. Even if a complete frame is available, more efficient approaches may be possible if other useful information is available about the units in the population.

Advantages are that it is free of classification error, and it requires minimum advance knowledge of the population. It best suits situations where the population is fairly homogeneous and not much information is available about the population. If these conditions are not true, stratified sampling may be a better choice.

Drawing Simple Random Samples using a Table of Random Numbers

An easy way to select a SRS is to use a random number table, which is a table of digits 0,1,…,9, each digit having equal chance of being selected at each draw.  To use this table in drawing a random sample of size n from a population of size N, we do the following:

1. Label the units in the population from 0 to N (1. 

2. Find r, the number of digits in N (1 . For example; if N = 100, then r = 2.

3. Read r digits at a time across the columns or rows of a random number table.

4. If the number in (3) corresponds to a number in (1), the corresponding unit of the population is included in the sample, otherwise the number is discarded and the next one is read.

5. Continue until n units have been selected.
If the same unit in the population is selected more than once in the above process of selection, then the resulting sample is called a SRS with replacement; otherwise it is called a SRS without replacement. The observations in the sample are the enumeration or readings of the units selected.

Example 1 (cf. Devore, J. L. and Peck, R., 1997, 56). To draw a SRS, consider the data below as our population. In a study of wrap breakage during the weaving of fabric, one hundred pieces of yarn were tested. The number of cycles of strain to breakage was recorded for each yarn and the resulting data are given in the following table. 
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Here we have a population of size N = 100. To draw a simple random of size n=10 without replacement, we proceed as follows: 
1. Label the units in the population from 00 to 99. 

2. Find r, the number of digits in N. For example, if N =100, then r = 2.

3. Read 2 digits at a time across the columns or rows of a random number table.
Part of a Random Number Table
8571 7683 5118 7669 6126 3663 3059 7807 9219 4383 9021 7013 0233 3348 4077

0864 5055 8631 5770 0505 0386 9792 1690 4874 3084 0228 8539 9375 5046 8635

4753 1992 8182 2658 2914 4005 1577 1714 7862 7009 0252 3070 1563 3008 3716

1267 1063 4415 8496 6779 1563 7833 5351 2278 0674 1252 6813 4016 3961 6890

9497 0105 5626 0529 0602 4573 1499 7772 7759 9405 9502 3408 6931 7946 4655

6823 7365 6140 0357 7069 7715 9083 6180 1131 7059 9808 9803 7883 5943 6649

6532 4048 3044 8035 1045 8349 5422 0315 7470 7679 1726 1390 4997 5632 9033

8184 8336 5684 5846 7056 2847 4715 2869 2576 5373 8175 0384 5348 8232 8186

5605 0939 9380 1647 7307 5893 7569 7092 4437 2722 7807 5908 5425 9679 2348

4926 1561 7299 2195 5374 3664 8269 5241 4436 5265 7571 8299 6006 2142 2273

0933 6131 2406 0715 5069 1663 8015 9120 0667 4884 8601 3370 3449 7158 8950

7413 9526 9670 3075 8321 8295 6327 5475 5650 9061 7687 3849 2207 6910 4166

Suppose we read the first two digits of the first two columns of the above random number table to get the following numbers

	85
	71
	76
	83
	51
	18
	76
	69
	61
	26
	36


4. Since the random digit 85 corresponds to a unit in (1), we select unit 85 of the population in the sample. If any random digit in (3) exceeds 99, the random digit is discarded and the next one is read. After selecting 6 random numbers of two digits, we find a random number 76 which is discarded for SRS without replacement as it appeared before.

Continue until n = 10 units have been selected. Thus we have the sample units:

85
71
76
83
51
18
69
61
26
36
so that the sample observations are:

81
262
290
229
368
396
135
195
234
185 

A SRS with replacement in the above example would be:


81
262
290
229
368
396
290
135
195
234.

Systematic sampling

Systematic sampling is the selection of every nth element from a sampling frame, where n, the sampling interval, is calculated as:

n = Number in population / Number in sample 

Using this procedure each element in the population has a known and equal probability of selection. This makes systematic sampling functionally similar to simple random sampling. It is however, much more efficient and much less expensive to do.

The researcher must ensure that the chosen sampling interval does not hide a pattern. Any pattern would threaten randomness. A random starting point must also be selected.

Stratified sample

When sub-populations vary considerably, it is advantageous to sample each subpopulation (stratum) independently. Stratification is the process of grouping members of the population into relatively homogeneous subgroups before sampling. The strata should be mutually exclusive : every element in the population must be assigned to only one stratum. The strata should also be collectively exhaustive : no population element can be excluded. Then random or systematic sampling is applied within each stratum. This often improves the representativeness of the sample by reducing sampling error. It can produce a weighted mean that has less variability than the arithmetic mean of a simple random sample of the population.

There are several possible strategies:

1. Proportionate allocation uses a sampling fraction in each of the strata that is proportional to that of the total population. If the population consist of 60% in the male stratum and 40% in the female stratum, then the relative size of the two samples (one males, one females) should reflect this proportion. 

2. Optimum allocation (or Disproportionate allocation) - Each stratum is proportionate to the standard deviation of the distribution of the variable. Larger samples are taken in the strata with the greatest variability to generate the least possible sampling variance. 

A real-world example of using stratified sampling would be for a US political survey. If we wanted the respondents to reflect the diversity of the population of the United States, the researcher would specifically seek to include participants of various minority groups such as race or religion, based on their proportionality to the total population as mentioned above. A stratified survey could thus claim to be more representative of the US population than a survey of simple random sampling or systematic sampling.

Similarly, if population density varies greatly within a region, stratified sampling will insure that estimates can be made with equal accuracy in different parts of the region, and that comparisons of sub-regions can be made with equal statistical power. For example, in Ontario a survey taken throughout the province might use a larger sampling fraction in the less populated north, since the disparity in population between north and south is so great that a sampling fraction based on the provincial sample as a whole might result in the collection of only a handful of data from the north.

Advantages

· focuses on important subpopulations but ignores irrelevant ones 

· improves the accuracy of estimation 

· efficient 

· sampling equal numbers from strata varying widely in size may be used to equate the statistical power of tests of differences between strata. 

Disadvantages

· can be difficult to select relevant stratification variables 

· not useful when there are no homogeneous subgroups 

· can be expensive 

· requires accurate information about the population, or introduces bias. 

· looks randomly within specific sub headings. 

Choice of sample size for each stratum

In general the size of the sample in each stratum is taken in proportion to the size of the stratum. This is called proportional allocation. Suppose that in a company there are the following staff:

· male, full time: 90 

· male, part time: 18 

· female, full time: 9 

· female, part time: 63 

· Total: 180 

and we are asked to take a sample of 40 staff, stratified according to the above categories.

The first step is to find the total number of staff (180) and calculate the percentage in each group.

· % male, full time = ( 90 / 180 ) x 100 = 0.5 x 100 = 50 

· % male, part time = ( 18 / 180 ) x100 = 0.1 x 100 = 10 

· % female, full time = (9 / 180 ) x 100 = 0.05 x 100 = 5 

· % female, part time = (63/180)x100 = 0.35 x 100 = 35 

This tells us that of our sample of 40,

· 50% should be male, full time. 

· 10% should be male, part time. 

· 5% should be female, full time. 

· 35% should be female, part time. 

· 50% of 40 is 20. 

· 10% of 40 is 4. 

· 5% of 40 is 2. 

· 35% of 40 is 14. 

Sometimes there is greater variability in some strata compared with others. In this case, a larger sample should be drawn from those strata with greater variability.

Cluster sample

Cluster sampling is a sampling technique used when "natural" groupings are evident in the population. The total population is divided into these groups (or clusters), and a sample of the groups is selected. Then the required information is collected from the elements within each selected group. This may be done for every element in these groups, or a subsample of elements may be selected within each of these groups.

Elements within a cluster should ideally be as homogeneous as possible. But there should be heterogeneity between clusters. Each cluster should be a small scale version of the total population. The clusters should be mutually exclusive and collectively exhaustive. A random sampling technique is then used on any relevant clusters to choose which clusters to include in the study. In single-stage cluster sampling, all the elements from each of the selected clusters are used. In two-stage cluster sampling, a random sampling technique is applied to the elements from each of the selected clusters.

The main difference between cluster sampling and stratified sampling is that  

· In cluster sampling the cluster is treated as the sampling unit so analysis is done on a population of clusters (at least in the first stage). 

In stratified sampling, the analysis is done on elements within strata. 

· In stratified sampling, a random sample is drawn from each of the strata, 

whereas in cluster sampling only the selected clusters are studied. 

The main objective of cluster sampling is to reduce costs by increasing sampling efficiency (This contrasts with stratified sampling where the main objective is to increase precision.).

One version of cluster sampling is area sampling or geographical cluster sampling. Clusters consist of geographical areas. A geographically dispersed population can be expensive to survey. Greater economy than simple random sampling can be achieved by treating several respondents within a local area as a cluster. It is usually necessary to increase the total sample size to achieve equivalent precision in the estimators, but the savings in cost may make that feasible.

In some situations, cluster analysis is only appropriate when the clusters are approximately the same size. This can be achieved by combining clusters. If this is not possible, probability proportionate to size sampling is used. In this method, the probability of selecting any cluster varies with the size of the cluster, giving larger cluster a greater probability of selection and smaller clusters a lower probability. However, if clusters are selected with probability proportionate to size, the same number of interviews should be carried out in each sampled cluster so that each unit sampled has the same probability of selection.

