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Abstract


In spite of numerous risk management models proposed, risk treatment still remains an open issue. Risk should be properly assessed and understood and risk management approaches need to be developed before we go deeper in the software development cycle. This paper proposes a Bayesian Belief Network (BBN) approach for modeling risk treatment selection. Our approach uses the risk-prone nodes identified by the risk management procedure using BBN and plug this knowledge again back to the BBN to identify which of the nodes treatment can effectively help in reducing the risk. The risk treatment template proposed provides an organized way for selecting the treatment suitable for a particular scenario. This approach provides a better and effective way for choosing a treatment. An experiment is conducted in an academic environment to investigate the effectiveness of our approach when compared to the basic risk management model. The usefulness of this new computational intelligence framework is evaluated in terms of decision effectiveness made by the subjects and the time taken to identify problematic areas in a given task. The experimental evidence indicates that using our approach can result in better decision making capability in less time by the project managers. 
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1.  Introduction

In software development, risks are identified, analyzed and treated as an integral part of the development. Risk Management is a branch of Software Engineering that is fully dedicated to the activity of measuring or assessing risk and developing strategies to manage it. Risk Management is said to be ideal when the identified risks are prioritized and handled based on their severity of impact and their probability of occurrence.

Software development can be considered as one of the high risk effort. A survey conducted by the Standish Group approximately ten years ago indicated that 53% of the projects were challenged. These included projects that exceeded their budget, ran over the schedule limit or were released with fewer features than the one specified in the requirements document ‎[14]. The situation today has improved but only a little progress has been made in the management of these risks. In order to address these deficiencies, risk management approaches are evolving ‎[12]. Uncertainties in the development of software can be identified as a key factor that causes risk. Current software engineering techniques cannot eliminate such uncertainties. This is the reason why newer approaches are using dynamic models such as Bayesian Belief Nets (BBN) to provide decision-making under uncertainties.  


In this paper, we propose a model to enhance the risk treatment procedure using BBN and we experiment to study the effectiveness of this approach in formulating risk treatment decisions. The rest of this paper is organized as follows. Section 2 provides background information. Section 3 comprises of a literature survey of the various situations in which BBN are used to provide effective decision making. The proposed method is described in 
detail in Section 4. The experimental set-up is discussed in section 5. Section 6 shows the performance of the approach by giving the experimental results.

2.  Background

2.1
Bayesian Belief Networks


Bayesian Belief Network (BBN) ‎[23] is a network that can be represented by a full joint distribution over variables more compactly with a smaller number of parameters. A BBN is a directed graph in which the nodes represent the uncertain variables and the edges represent the casual relationship between the variables. The BBN depicted in Figure 1 is a simple example taken from ‎[9]. Associated with each node is a probability table that stores the conditional probabilities for each possible state of the variable in relation to each combination of its parent state values. The initial probabilities of the nodes in the BBN are determined by expert judgment and information gathered from previous projects. A simple probability distribution table for a sample node from Figure 1 is given in Table 1. Hence, the more mature the field modeled by the BBN the more information available and more accurate are the probabilities. The BBN is updated by plugging in the state of a certain node that is known, which alters its probability table to reflect the new information and then is propagated to determine the changed probabilities of other nodes. BBNs can be used for applications ranging from medical diagnostics ‎[22] to software engineering. The success of BBN in these disciplines lies in the fact that it can model uncertainty and thus can be used as decision support system in these areas. 

2.2
Risk Management and Risk Treatment

Risk Management is the practice of assessing and controlling risk. The assessing of risk includes risk identification, risk analysis and risk prioritization. Risk Control includes risk treatment and risk monitoring ‎[8]. To make the task of risk management flexible, the IEEE Standard 1540 (2001) categorized the activities into a set of tasks that help in the management of risk over projects. Generally, this procedure can be described by the following steps:

1. Risk Identification


2. Risk Analysis

2. Risk Treatment



4. Risk Monitoring
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Table 1 : Simple Probability Table for Lights-On

	Family Out
	True
	False

	Lights-On (True)
	0.60
	0.05

	Lights-On (False)
	0.40
	0.95



Risk treatment is the process of selecting and implementing measures to modify risk. These measures include avoiding, optimizing, transferring or retaining risks. The need for risk treatment to be an important activity of project risk management is because some identified risks have varying impact on the organization. A careful way to evaluate and asses their impacts must be considered before they are actually implemented. Dorfman ‎[16] categorized the four major classes in which risk treatment falls into (i) Avoidance, (ii) Reduction, (iii) Acceptance, and (iv) Transfer.

Risk Avoidance includes not performing activities that could carry risk. Avoidance may seem to be the solution to all kinds of risk but this also means losing out potential gains that accepting the risk may have allowed. Risk Reduction includes methods that reduce the severity of loss. Risk Retention involves accepting the loss when it occurs. Risks that are not avoided or reduced are retained by default. Risk Transfer means causing another party to accept the risk. 

If risks are improperly assessed and prioritized, time can be wasted in dealing with risk of losses that are not likely to occur. Spending too much time assessing and managing unlikely risks can divert resources that could be used more profitably. 
3.  Related Work

Risk identification and treatment is an active problem for practitioners and researchers related to software development. This high demand for a solution in this area led to a lot of researches done to provide measures to classify and alleviate risk. According to Boehm ‎[7], risk items can be categorized and he illustrated them as Top 10 risk items to watch for during software development. Another such list of risk items was also provided by ‎[25]. The Software Engineering Institute (SEI) also proposed a framework for identification and evaluation of software risks called Software Risk Evaluation ‎[32]. Apart from this, approaches to assess and control risk items were highlighted by ‎[24]. The importance of categorizing risks before treating and controlling it is evident from the above works. Our approach to categorize the risk treatments in the knowledge based is influenced by the generic categorization or listing of risk factors done by ‎[30].  


Dynamic models such as BBN are becoming popular among the software engineering research community. BBNs have proved to be an extremely powerful technique for providing decisions under uncertainty. BBNs model the constructor’s belief. On the basis of this belief, it provided mathematical calculation and prediction. The reason behind their popularity lies in the fact that they provide better solutions to problems found in software engineering as opposed to those that were used previously. Integration of BBN-based solutions in the software development life cycle can be visible through the numerous researches done. Neil and Fenton ‎[18] ‎[19] ‎[26] criticized the use of prediction models for software quality proposing an approach that uses BBN to predict software quality. Ziv and Richardson ‎[33] used BBN to model uncertainties during software testing and maintenance. Other researches include software cost prediction ‎[10], Software Reliability ‎[1] ‎[13], and Software Architecture Assessment ‎[21]. Recent works include usage of BBN for end-product quality prediction ‎[6] ‎[2] and software process and project modeling ‎[29]. 
4.  Risk Treatment Model


Our approach is an extension of the model provided by Fan and Yu ‎[17]. The risk management procedure by them is given in Figure 2. It is grouped into the following tasks: 

(1)  Initialization

(2) Maintaining Project Risk Profile

(3) Performing Risk analysis and monitoring

(4) Performing Risk treatment. 

The risk treatment phase consults the knowledge base for the action that can mitigate the discovered risk. In order to understand our approach a brief comprehension of the risk management procedure is required. An initial BBN is set-up based on data from previous information and expert judgment. New project data whenever available is plugged in the BBN to update the estimates. A record of these inputs and the estimates are kept in the risk profile. The risk analysis phase involves the monitoring of the risk-related nodes and identifying whether there is a possibility of risk (i.e. over-budget or schedule delay). If there exist a possibility, then the cause of this is identified making use of the risk profile to identify erroneous assumptions and inputs. Risk treatment is invoked to rectify the situation and carry on the project. The risk treatment is aided by the information stored in the knowledge base of the model.   





Risk analysis determines a list of nodes from the BBN that are traced to be the potential sources of the problem. It is left to the user of the model to decide which node to take into consideration. Our approach is a naïve effort to make this task easier for the user. The risk treatment model takes these problematic nodes one by one and plugs the changed assumptions for each separately in the BBN. The result is then presented to the user in terms of their effectiveness of selection. The user then can choose the change to make and hence will result in a more profitable selection. The model is expanded to incorporate our approach as shown in Figure 3 and the risk treatment procedure is presented as a flowchart in Figure 4.  


Let us consider an example of how the approach works. We will consider the same case study as used by ‎[17]. The CONFIRM ‎[28] case is a failed software project that took a long time for the developers/managers to realize that they were heading towards doom. Some of the major factors that were identified that led to troubles were technological difficulties, personnel inexperience and managerial problems. The BBN-based risk management procedure was applied to this case and it traced the potential sources of problems to be nodes such as designer experience, designer understandability, project size or technical complexity. In order for the management to decide on which node the application of treatment will result in a more effective solution, we use our treatment model. Our model provides the user with an effectiveness level for each of the above nodes. Based on this, he can make the necessary change which will then be propagated throughout the model and will hence result in a smoother ride through the rest of the projects. Since the risk management procedure provides us with probable problem node, the risk treatment model is an essential tool for its effectiveness. 


In order for the above approaches to work, the factors that affect software risk are initially structured as a BBN template. These factors, as in ‎[17], can be classified into organization and project related. The project related factors can further be classified into requirements, design, and implementation and testing. Associated with each of these factors are BBN diagrams that affect the project risk. One major factor is the quality of development at each stage. A sample BBN graph for the design quality is given in Figure 5. The probability tables for each node are assigned by a group of experts and are not shown here due to space constraints. Our model also organizes the risk treatments available to the user so that it is easier to make a selection. 


This organization is based on risk classification done by ‎[12]. Based on the problematic node identified by the BBN, we can select a risk treatment from the following categories:

	1. Project Level


	2. Project Attributes


	3. Management



	4. Engineering


	5. Work Environment


	6. Other





This classification is a necessity for automating the treatment selection process. The problematic node, which is identified as the most troublesome obtained by applying the above method, can fall into any of the given treatment categories. Based on this, treatments are suggested to the user.  Project level involves nodes that deal with maturity of requirements (excessive, immature …etc), extent of user involvement, project complexity and maturity. Nodes that deal with project performance, cost and schedule are part 





of project attributes. Management deals with nodes that are related to managerial issues like, manager experience, commitment, understanding performance etc. The engineering category is for nodes that are responsible for integration, assembly, testing, quality control, systems engineering and user interface related issues. 
All other factors that cannot be grouped into the above categories such as legal issues (litigation, malpractice etc.), difficulties involving sub contracted items and so on are kept under the Other category. In order to test the effectiveness of our approach, we conducted an experiment which is described in the next section.  
5.  Experiment Set-up

5.1 
Goal of the Experiment


We use the goal definition template ‎[5] to state the objectives for our experiment. The template has five sub-headings which we used as shown below:

Object of Study: Using BBN to identify the risk treatment effectiveness.

Purpose: To compare the effectiveness of risk management with and without the risk treatment model.

Quality Focus: Risk Assessment ability of both the approaches.

Perspective: from the viewpoint of the user.

Context: The experiment is conducted in an academic environment with graduate students as subjects. 
5.2 
Hypotheses

The null hypothesis is as follows:
H0: There is no difference in the usage of the risk treatment model presented in this paper.

The alternative hypotheses that we expect to prove with this experiment can be defined as follows:

· A BBN based approach makes the context of the problem clearer. 

· BBNs make it easier to answer questions relating to concepts and estimates.

5.3
Subjects


The subjects of the experiment were graduate students at the King Fahd University of Petroleum and Minerals. They all had very similar educational qualifications in the field of computer science. We used random sampling with regards to the selection of our subjects. 

The subjects were divided into six groups and three of them were allotted with the same treatment and the other three with the other treatment, i.e. either the use of the BBN-based model with risk treatment or without.  

5.4
Experimental Variables


In our experiment, the independent variables were:
· Risk Management without the BBN Risk treatment model.

· Risk Management with the BBN Risk treatment model.

The dependent variables were:

Decision-effective: The decisions made by the teams were evaluated on the scale of 1 to 5 (where 5 being the best judgment and 1 being the least effective judgment). Since the project data used is from past projects, this scoring system is unbiased.

Subject-time: The time taken by the subject to arrive at that decision is also considered. 

In this paper, the analysis is mainly based on the decision-effective variable. The other variables are used to mainly check whether the samples in the groups were similar.  

5.5 Experiment Task

The case study chosen for the study is a past software project, Baggage Handling System at Denver International Airport ‎[3]. The project ran into difficulties due to technological difficulties, over-estimated requirements and managerial problems. We used this case study to analyze what would happen if the risk management scheme with and without our approach is used. The case is described below. 

In 1989, the mayor of Denver authorized the construction of the Denver International Airport (DIA). $60m was authorised to build DIA with target opening date in October 93. In April 92, BAE
 was awarded the contract to build the system (BAE originally turned down the opportunity because the project was over-ambitious). DIA opened on 28 Feb 95 with 16 months behind schedule and at a cost of $5.2 billion, nearly $2 billion over budget. 3 different baggage handling systems were incorporated at opening, (1) UA with an automated system (2) Continental with a tug-and-cart system and (3) Others with a very conventional, highly labor intensive system. The major causes of trouble in this project involved frequent change in requirements, over ambitious requirements, project management teams inadequate skills set and poor communications, political issues and design problems ‎[15] ‎[20] ‎[27]. 


If we make use of the BBN-based risk management proposed in ‎[17] and our risk treatment approach in a similar case, the potential progress might be as described below. The BBN diagram is the same as the generic one which is shown in Fig 5. Theoretically, the following scenario might happen in the first two years:

1. Initial assumptions of all nodes were positive due to BAE’s previous success ‎[31].

2. After the first year, the project showed that the schedule was delayed from the original October 93 to March 94. The requirements were revised, head of the DIA resigned and the chief airport engineer died. According to the risk management model, certain nodes were adjusted as below:

Specification change = frequent

Time Delay = yes

Management Commitment = poor
3. The Time Delay was found to be worse than the predefined threshold and potential source of problem were traced to Estimation Accuracy, Item Complexity, Manager Capability or Project Size. 

4. At this point, the management using this approach makes use of our approach to identify the effectiveness of selecting one of the problem nodes. Based on the result of the model, treatment from the knowledge base is suggested which can be overridden by the manager’s preference.

5. Implementing the proposed approach in the actual scenario would have provided benefits like early prediction of probable difficulties. For the computerized baggage handling case, outside consultants were hired at a later stage to asses the project. The report from the consulting firm was found to be in accordance with what our approach suggested. The use of our approach highlighted project size and complexity as major contributors of the problem that was faced back then. A lookup into the knowledge base suggested reducing the domain of implementation which was perfectly agreeable as to what the final result was after a long period of schedule delays and cost mount-up. Finally three separate baggage handling systems were implemented ‎[11].  

Hence, it is both easier and effective to make use of the decision making capability of our approach in order to make a wise selection from the result provided from the risk management approach. Risk Management as a whole has been dealt with by numerous researchers targeting methods to make use of relationships between risk and project related elements such as application domain, artifacts, technologies, tools and other resources. Much of these works have been discussed in the Section 3 of this paper. Our proposed approach for risk treatment can be viewed as the last stage in the risk management life cycle. Our approach handles the uncertain behavior of software development using Bayesian Belief Networks making use of this uncertainty prediction tool to converge to a probable problem domain faster. Then it provides risk treatment decisions from an information structure that holds knowledge about software development risks and their probable solutions which in turn makes the procedure more reliable. The time it takes to identify and propose a treatment is a major strength of this proposal. Our model is evaluated through an experimental study similar to other studies that propose risk management solutions ‎[4]. The experimental procedure is described in detail in the next section.  





  
5.6 Experiment Procedure


The experiment was carried out in the following four stages:
Stage 1: Allocate groups and provide reading materials. 

Participants were randomly allocated to one of the six groups. Reading materials concerning the case study were given to them in advance so they could comprehend the material before the actual experiment. All the participants were encouraged to read the documents and were provided with an opportunity to request clarification.

Stage 2: Conduct workshop session.

This session comprised of two parts. The first part was a common one that dealt with the basics of BBN, support tool used and the case study. The second part was conducted separately for the groups that were to use the model without treatment and the one with treatment. This was done so that the process is carried out smoothly and the readings are not affected by the learning factor during the actual experiment process. The support tool used in the experiment was the Microsoft Bayesian Network editor and toolkit (MSBN).
 All the six groups attended the first part of the workshop session and for the second part, three attended the one that dealt with model that used our approach and the other three attended the one that did not use our approach.
Stage 3: Collect Data

The participants were given the BBN template with already inputted initial assumptions and were asked to run the model to obtain the list of problematic nodes. The groups using our approach were provided with an interface to input the problematic nodes so that it will re-run the BBN adjusting the assumptions and re-arranging these nodes in order of their effectiveness. They were then provided with the freedom to select one of the problematic nodes and suggest a treatment based on the result of the knowledge base lookup. There suggestions were then rated on a scale of 1 to 5 and recorded for each group. These were then used to identify the effectiveness of their decisions. The participants were also given a sheet on which they recorded the start time and end time for the experiment.

Stage 4: Analyze Results

Data collected from the experiment was tabulated and analyzed using a histogram plotted in the next section. 
6.  Experiment Results


The descriptive statistics are given in
Table 2
. 

Table 2 : Descriptive Statistics per Treatment

	
	Treatments

	
	Using risk treatment model
	w/o risk treatment model

	Dep. Var.
	Grp1
	Grp2
	Grp3
	Grp4
	Grp5
	Grp6

	Effectiveness
	5
	5
	4
	3
	2
	3

	Time
	18
	15
	12
	23
	19
	24



The decision effectiveness information, on the scale of 1 to 5 is given per group in Figure 6. Grp 1 to 3 are groups that used the risk treatment model proposed in this paper. The other three groups used the basic model. As it is evident, effective decisions were made by the groups that used our approach. 
[image: image1.emf]

The time taken by the participants is depicted in Figure 7. The results indicate that the groups using our approach took less time than the groups without using it. The difference is not very significant as our approach was not automated. 


[image: image2.emf]
An automated tool realizing our approach would have enabled the participants to complete much faster than the other. Based on the result, we reject the null hypothesis and accept the alternate hypothesis.

7.  Conclusion and Future Work


This paper proposes a naïve BBN to evaluate the effectiveness of the results generated from the risk management approach. In addition,, an experiment was conducted to investigate the effectiveness of the proposed approach. Furthermore, the benefits of the new approach were identified as follows:

· Easier identification and treatment for project risk factors. 
· Involvement of recent research ideas and use of advanced paradigms such as BBN

· Usage can be done without deep understanding of technical aspects of the model. 

· Forecasting can be done based on model outputs.


Much future work and thorough evaluation of the above approach is required in order to gain confidence in the model. We are trying to improve the approach by adding a learning agent at the knowledge base that will monitor the user selection and record it apart from suggesting treatments. Apart from this, we are planning to create an automated tool that can serve as a platform-independent executable and can be used by managers to effectively track software risks.  
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Figure � SEQ Figure \* ARABIC �1�: A Simple BBN Example





Figure � SEQ Figure \* ARABIC �2� : BBN-based Project Risk Management Model
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Figure � SEQ Figure \* ARABIC �3� : Risk Treatment Model





5. Suggest Risk Treatment for the most effective problem node selection from Knowledge Base.
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Figure � SEQ Figure \* ARABIC �4� : Risk Treatment Procedure





Figure � SEQ Figure \* ARABIC �5� : Design Quality BBN











Figure � SEQ Figure \* ARABIC �6� :  Decision-effectiveness among groups





Figure � SEQ Figure \* ARABIC �7� : Time taken to complete the task by groups














� BAE Automated Systems, Inc. (Now BAE Automated Systems Inc. is part of G & T Conveyor Company Inc.)





� MSBN, distributed by Microsoft Research, http://research.microsoft.com/msbn/ 






