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ABSTRACT Recognition of cursive handwritten Arabic text is a difficult problem because of context-
sensitive character shapes, the non-uniform spacing between words and within a word, diverse placements of
dots, and diacritics, and very low inter-class variation among individual classes. In this paper, we review and
investigate different deep learning architectures and modeling choices for Arabic handwriting recognition.
Further, we address the problem that imbalanced data sets present to deep learning systems. In order to
address this issue, we are presenting a novel adaptive data-augmentation algorithm to promote class diversity.
This algorithm assigns a weight to each word in the database lexicon. This weight is calculated based on the
average probability of each class in a word. Experimental results on the IFN/ENIT and AHDB databases
have shown that our presented approach yields state-of-the-art results.

INDEX TERMS Arabic handwriting recognition (AHR), deep learning neural network (DLNN), convolu-
tional neural networks (CNN), connectionist temporal classification (CTC), recurrent neural network (RNN),
IFN/ENIT database, long short-term memory (LSTM), bi-directional long short-term memory (BLSTM),
word beam search (WBS).

I. INTRODUCTION
Optical Character Recognition (OCR) is an old field of Pat-
tern Recognition (PR). The human reading process is the
inspiration behind the development of a machine capable of
reading texts with the same expertise as people. The very
first OCR systems were designed to help blind people to
read. Decades of scientific research have produced many
practical systems ranging from the sorting of posts in post
offices [1] to automatic recognition of bank checks [2],
handheld scanners, and advanced systems that read the text
in natural scenes [3]. The main goal of the handwriting
recognition system is to convert handwritten text documents
from digital image format to encoded character format doc-
uments that are readable and editable using word processing
application systems. Recognition of handwriting is becoming
more critical as it greatly helps to accomplish the office
tasks efficiently and has solved many problems that lead
to a reduction in time and effort. More than 400 million
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people around the world speak Arabic [4]. Besides, Arabic
letters are used in several other languages, such as Persian,
Urdu, and Jawi. Compared to other languages, Arabic has not
yet received much research and study. Handwritten Arabic
script recognition can be achieved using either holistic or
segmentation approaches. The holistic approach generally
processes words into smaller components without segmen-
tation. However, in the segmentation approach, we divide the
words into characters or strokes and then pass the segments to
the identifier [5]–[7]. The development of a practical cursive
script segmentation algorithm is difficult and requires exten-
sive expertise. In many types of research, handwritten text
recognition algorithms that do not rely on segmentation, gen-
erally lead to significantly higher recognition accuracy [6].
To date, holistic approaches have been more successful in a
limited vocabulary handwriting database [8]–[10]. However,
in the case where the vocabulary of the database is very large,
segmentation approaches are used.

Over the last ten years, there has been a significant advance
in machine learning algorithms. Indeed, the increasing power
of computer data processing has supported the analytical
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capabilities of handwriting recognition systems. Deep learn-
ing methods used in the analysis of documents have been
extremely successful recently. These methods are robust to
deformations, scaling, and rotation. They are therefore best
suited for recognition of text. Mainly, Convolutional Neural
Networks (CNNs) and Recurrent Neural Networks (RNNs)
have been extensively used for text recognition. Recently,
deep learning-based recognition systems have received high
interest. Several studies and researches have shown that
Recurrent Neural Networks (RNNs) are superior to Hidden
Markov Models (HMMs) for sequence labeling tasks such
as speech and online handwriting recognition [11]–[14]. One
possible reason for this is that RNNs are trained in a discrim-
inative manner, whereas HMMs are generative. Discrimina-
tive methods tend to give better results in pattern recognition
tasks when a large set of data is available [15], [16]. In addi-
tion, the use of Connectionist Temporal Classification (CTC)
in connection with RNNs allows recognition without prior
segmentation [17]. This has made it possible to recognize
offline handwritten text by using neural network-based classi-
fiers and has thus gained popularity in recent years. Besides,
the RNN’s Long Short-Term Memory (LSTM) architecture
allows it to capture longer contexts, which are important for
the recognition of offline text tasks.

The contributions of the paper are as follows:
1- We present and evaluate efficient deep learning archi-

tectures used for Arabic handwriting recognition. Each
system is evaluated and compared with other state-of-
the-art systems.

2- We present various modeling options for Arabic
handwriting recognition, such as (character shapes,
characters, and whole-word modeling) and present the
experimental results using these modeling options on a
publicly available dataset.

3- We present a novel data augmentation algorithm to
handle the imbalanced class problem in handwritten
text recognition tasks.

The rest of this paper is organized as follows: Section 2
presents the related works on the recognition of Arabic
text. Section 3 presents the characteristics and challenges of
Arabic handwriting. Section 4 presents the different modeling
options for Arabic text recognition. Section 5 presents deep
learning approaches for handwriting recognition. Section 6
presents a novel data augmentation algorithm. In Section 7,
we present the experiments and the results and a comparison
with the state-of-the-art systems. The final section sets out
conclusions and plans for future work.

II. RELATED WORKS
Al-Hajj et al. [18] present a two-stage system to recognize
cursive handwritten Arabic words. The proposed approach is
analytical without segmentation and can deal with handwrit-
ing inclination and shifted diacritical marking positions.

Dreuw et al. [19] proposed a continuous HMMs sys-
tem to explicitly model white-spaces for Arabic hand-
writing recognition within different writing variants.

Graves and Schmidhuber [17] presented the Multi-
Dimensional Recurrent Neural Networks (MDRNNs) for
Arabic handwriting recognition. MDRNNs are a special
case of directed acyclic graph networks, generalize stan-
dard RNNs by providing recurrent connections along all
Spatio-temporal dimensions present in the data.

Kessentini et al. [20] have presented a multi-stream
approach for recognizing Arabic handwritten words. The
proposed method combines low-level feature streams,
i.e. density-based features with different widths extracted
from two different sliding windows, and contour-based
features extracted from the upper and lower contours.
Pechwitz et al. [21] described in detail the IFN/ENIT-
database and presented a recognition system for the
identification of Arabic words based on semi-continuous
HMMs.

Rothacker et al. [22] focus on feature learning by estimat-
ing and applying a statistical bag-of-features model. These
models are successfully used in image categorization and
retrieval. Azeem and Ahmed [23] used the slanting window
idea of Al-Hajj et al. [19] for developing three separate and
continuous HMM systems. Each classification results were
combined with the sum, the majority vote, and the maxi-
mum rules. Abandah et al. [24] used a system similar to
that presented by Graves and Schmidhuber [17], but the text
was explicitly segmented into graphemes before extracting
features from graphemes.

In combination with a continuous HMM system,
Hamdani et al. [25] have implemented a Bi-directional Long
Short-Term Memory (BLSTM) system. Pixel gray values
were used for the training of the HMM system in the first
step. They were extracted from repositioned sliding windows.
The next step in the training of HMMs was to apply RNN-
trained features. Two successive HMM states have shared the
Gaussians. Besides, tree-based decision-making contextual
HMMs (tri-graph) were used. Elleuch et al. [26] reviewed two
deep architecture systems: Deep Belief Networks (DBN) and
Convolutional Deep Belief Networks (CDBN), respectively,
used to recognize handwritten Arabic scripts in low-level and
high-level textual images. Stahlberg and Vogel [27] proposed
a novel text line image normalization procedure and a new
feature extraction method using the HMMs system with deep
neural network training.

Ahmad and Fink [28] proposed a multi-stage HMM-based
framework with two separate systems. One to recognize
Arabic core shapes after removing dots and other diacritics
from text images, and another HMM system to recognize
the Arabic text dots and diacritics. To recognize the core
shapes of the Arabic text the core-shape recognition system
was used. The Arabic words were finally recognized by
incorporating information from the diacritics recognition sys-
tem. Rabi et al. [29] proposed a cursive handwritten Arabic
text recognition system based on Hidden Models (HMM).
This system is analytical and uses embedded training to
perform and improve the character models without explicit
segmentation.
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Almodfer et al. [30] improved AlexNet’s recognition of
handwritten Arabic words by adopting a drop-out regular-
ization that prevented the proposed system from overfitting
problems and reduced word error rates. Besides, they investi-
gated the performance of ReLU and tanh activation functions
in the fully connected layers. Ahmad and Fink [31] presented
a new way of representing Arabic characters by separating
the core shapes from the diacritics and then representing these
core shapes through smaller units called sub-core shapes.

III. BACKGROUND
Arabic is an ancient Semitic language. It is the lingua franca
of the Arab world. Arabic is ranked among the top six major
languages in the world [32]. Most of the Arabic characters
are connected while they are written. Arabic characters are
written from right to left. Each character can have up to
four distinct shapes depending on its position in the word.
Table 1 shows the basic Arabic characters which are usually
used in all Arabic scripts.

TABLE 1. The basic Arabic characters.

In comparison to Latin scripts, Arabic scripts handwrit-
ten and computer-printed are highly comparative. Although
character shapes have slight differences due to the style of
handwritten text, the similarity between characters is gen-
erally the same. Fig.1 shows a sample of handwritten and
computer-printed Arabic texts.

FIGURE 1. Computer printed and handwritten versions of the same
Arabic text.

A. CHARACTERISTICS AND CHALLENGES OF ARABIC
HANDWRITING
Handwritten Arabic text recognition is considered a difficult
task compared to Latin script. This is due to its cursive nature,
presence of diacritics, diagonal strokes, change in the shape
of characters according to their location in the word, inter-
word, and intra-word spaces, and difficulty in segmentation.
Besides, dots play a significant role in Arabic characters.

Some of the shapes of the characters are very similar, but
the distinction is made between the characters by the position
and the number of dots that can be either above or below the
character body. For instance, the three characters, (Thaa ),
(Taa ) and (Baa ) have the samemain body shape but differ
only by the number of dots and their positions.

Besides, Arabic utilizes diacritical imprints (vocalized
content) to control the articulation of words, see Fig.2.
However, these are seldom showing up in handwritten doc-
uments. They are mostly used in didactic documents or when
the context is ambiguous.

FIGURE 2. Utilization of diacritics in Arabic script.

Arabic script is cursive, meaning that a word’s characters
are linked on an imaginary horizontal line called a baseline.
There are also strokes above and below the baseline referred
to as ascenders and descenders, as shown in Fig.3.

FIGURE 3. Baseline, Ascenders, and Descenders, as shown in a word.

Furthermore, there are six characters ( ) which
do not connect in a word to a subsequent character, and this
causes the word to be separated into parts, as shown in Fig.4.
These parts are called sub-words or Pieces of Arabic Word
(PAW).

FIGURE 4. Words with different sub-words.

Moreover, when two or more characters are joined as a
single glyph, a ligature occurs. The use of ligature in Arabic
is common. e.g. (a) ‘‘laam-heh ( ),’’ (b) ‘‘laam-meem ( ),’’
and (c) ‘‘laam-Alif ( ),’’. Fig.5 shows cases of associated
characters.
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FIGURE 5. (a) Laam-heh, (b) laam-meem, and (c) laam-alef ligatures.

The Arabic handwritten text presents many challenges to
the Optical Character Recognition (OCR) developer that can
be presented as follows:

1. Arabic word comprises at least one associated segment
(sub-word), and each one contains at least one character
that can be covered with different characters or diacrit-
ics. Besides, different characters can be consolidated
vertically to shape a ligature. (Fig.6a)

2. Some words contain touching, interlaced, or broken
characters. (Fig.6b)

3. Each writer has an individual handwriting style.
(Fig.6c)

4. Some Arabic characters have diacritics (a diacritic
might be set above or beneath the body of the charac-
ter). These diacritics can also be overlapping. (Fig.6d)

FIGURE 6. Some challenges in handwritten Arabic text recognition.

B. HANDWRITING RECOGNITION SYSTEMS
In general, character recognition systems can be divided into
two types, as shown in Fig.7: online and offline. The online
character recognition is performed during thewriting process.
Usually, this technique uses equipment such as a special
pen and tablet, which uses the digitized trace of the pen to
recognize characters. Pre-written records cannot, therefore,
be recognized. The offline character recognition, on the other
hand, is concerned with images scanned from previously
written documents. The off-line recognition of texts can also
be divided into two categories: the recognition of handwritten
and printed characters.

Printed characters are uniform in shape and structure, while
handwritten characters have different styles and sizes for both

FIGURE 7. Different modalities of character recognition.

the same writer and different writers. Handwritten words can
be recognized in two ways: whole word recognition without
segmentation or segmentation-based recognition.

Although the segmentation process is the primary source of
error recognition, most systems avoid this step and recognize
the word as a whole but if the texts presented in the image
are not valid words in the database or the in case of open
vocabulary recognition, holistic methods will fail, and we
need to rely on segmentation approaches.

Segmentation-based approaches are broadly divided into
two categories:

1. Implicit segmentation or internal segmentation in
which segmentation and identification of character are
achieved simultaneously [33]. The implicit segmenta-
tion approach allows the recognizer to decide the best
hypothesis for segmentation.

2. Explicit segmentation or external segmentation where
an image of a sequence of characters is divided
into sub-images of individual characters then classi-
fied [34]. Because of the presence of ligature and the
cursive nature of the Arabic script, several researchers
introduced techniques based on the recognition of the
entire word without segmentation [17], [26].

Generally, recognition of any handwritten script involves
several steps, as shown in Fig.8. The first step is to improve
the readability of the text image and to remove any unwanted
details (Image Pre-Processing). The pre-processing step usu-
ally involves many tasks such as binarization, noise removal,
baseline detection, and normalization. Next, we extract fea-
tures from handwritten texts. Typically, the feature vector
contains the characteristics of the given character or word.
In the final step, we try to identify the given character or word
by comparing its characteristics to one of the classes in the
database, assuming that the training classes and the training
model have been provided.

IV. ARABIC HANDWRITING RECOGNITION MODELING
OPTIONS
In this section, we will present the various modeling options
that we have explored during this work. In the next three
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FIGURE 8. General steps for handwritten text recognition.

sub-sections, we will present the three different but related
modeling approaches that we have investigated. We, thus,
describe three broad options of Arabic handwriting model-
ing approaches, these modeling options are similar to the
acoustic speech recognition model [14]. The experiments and
the results related to these modeling and training options are
presented in section 7.

A. WHOLE-WORD MODELING (HOLISTIC RECOGNITION)
Arabic words or PAWs were used by some researchers as
modeling units long ago. There are many problems with this
approach. One such problem is that it usually leads to a
massive model set as each word will be represented by a
separate class. There may be hundreds or thousands or more
words in a lexicon. This means that more training data are
required as each word should have enough samples in the
training set to train model parameters adequately. It may only
be appropriate for text recognition tasks with a very small
lexicon size. [16], [21].

B. USING ARABIC CHARACTERS AS MODELING UNITS
In this modeling option, the basic Arabic characters (28 char-
acters, ten digits, and seven ligatures) are used as modeling
units. However, because Arabic has many position-dependent
models, modeling Arabic handwriting, using characters as
models are not the best way, although it was used in the
early days of Arabic text recognition. Many Arabic character
shapes look quite different visually and mapping them to one
model may not be the best option.

C. USING THE CHARACTER SHAPES AS MODELING UNITS
The use of Arabic character shapes as distinct models is
the most successful and widely used approach [25]. Table 2
shows some Arabic characters, along with their position
dependent shapes.

Although this approach generally works well, it still has
a problem. The number of modeling units rises four times
from 28 to about 100, with the exclusion of numbers and
special characters. This creates a big model set with a large
recognizer. Moreover, a wide range of modeling units

TABLE 2. Names of some Arabic characters and their position dependent
shapes.

requires extensive training data to ensure that each model is
properly trained.

V. DEEP LEARNING APPROACHES
Deep models for Arabic handwriting recognition are gen-
erally rare compared to other languages because it is chal-
lenging to deal with cursive writing [35]. Deep networks
are specifically designed to simulate human brain activity,
pattern recognition, and input through different layers of
simulated neural connections. The most straightforward deep
neural network consists of an input layer, an output layer, and
a hidden layer between them. Each layer performs specific
types of sorting and ordering.

Due to the success ofmodern deep neural network architec-
tures, it is envisaged that state-of-the-art handwriting recog-
nition systems will be either hybrid systems (deep networks
with some segmentation and features extraction) or pure neu-
ral recognizers with deep architectures [36]. There are many
deep learning systems and techniques used for handwriting
recognition. Some of these systems and architectures are
presented in the following subsections.

A. CONVOLUTIONAL NEURAL NETWORKS (CNNs)
The Convolutional Neural Network (CNN) is a class of arti-
ficial deep feed-forward neural networks, usually used for
image classification. CNN has several layers that can effi-
ciently learn high-level features from labeled training data.
In fact, its key idea is to use convolutional and pooling layers
to gradually extract more abstract patterns that can be carried
out locally [37].

CNN is like other deep neural networks consist of an input
layer, an output layer, and many hidden layers in between.
These layers perform data-specific operations to learn fea-
tures. The four most commonly used layers are convolution,
Rectified Linear Unit (ReLU), pooling, and fully connected.

The convolution layer puts the input images through a set
of convolution filters; each filter will extract a specific feature
from the image.

The rectified linear unit (ReLU) allows for fast and better
training by mapping negative values into zero and maintain-
ing positive values. This is often called activation since only
features activated is transferred to the next layer.
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The pooling layer simplifies output through nonlinear
down sampling and reduces the number of parameters needed
to be learned by the network. This operation is repeated over
10 or 100 layers, which allows the identification of different
characteristics on each layer.

The input feature vector is represented by the fully con-
nected layer. This feature vector holds vital input information.
When the network is trained, this feature vector is then further
used for classification, regression, or input into another net-
work such as RNN to be translated into another output type,
etc. It also serves as an encoded vector. This feature vector
is used during training to determine the loss and to help the
network get trained.

A popular example of CNN architecture is the AlexNet
architecture shown in Fig.9. The AlexNet initially proposed
by Krizhevsky et al. [38], is consisted of eight layers; the first
five layers are convolutional layers, some of them followed
by max-pooling layers, and the last three layers are fully con-
nected layers. It uses the non-saturating activation function
‘‘ReLU’’ that showed improved training performance over
tanh and sigmoid.

FIGURE 9. The AlexNet [38] architecture.

B. RECURRENT NEURAL NETWORKS (RNNs)
A Recurrent Neural Network (RNN) is a robust deep neural
network, commonly used to solve problems of machine learn-
ing involving sequence inputs. This particular ability enables
RNN to learn the context of labels, as the word’s characters
cannot be regarded as genuinely independent components,
which is a great advantage in handwriting recognition.

Although the traditional RNN gives the network amemory,
its ability to preserve old contents is still quite limited due to
the vanishing gradient problem [39]. Usually, it is difficult
for an RNN to bridge gaps between the presentation of the
relevant input and the relative target events over more than
10-time steps. Because of this, the Long Short-TermMemory
(LSTM) [40] model is used to overcome this problem. RNNs
architecture involving (LSTM) enables it to capture longer
contexts which may be important for offline text recognition
tasks.

RNNs, are capable of modeling sequential data for
sequence recognition and prediction. In traditional neural
networks, the input and output data are assumed to be
independent of each other. In many applications, using this
assumption is not a good idea. A simple RNNhas three layers,

FIGURE 10. A folded recurrent neural network [41].

as shown in Fig.10, which are input, recurrent, and output
layers [41]. There are N input units in the input layer. This
layer’s inputs are a sequence of vectors over time t such as
{. . . , xt−1, xt , xt+1, . . .} where xt = {x1, x2, x3, . . . , xN }.
The input units in a fully connected RNN are connected

to the hidden units in the hidden layer where a weight
matrix W IH is used to define the connections. The hidden
layer has M hidden units ht = (h1, h2, . . . , hM ) connected
over time with recurrent connections [41] see Fig.11.

FIGURE 11. Unfolded recurrent neural network through time [41].

The initialization of hidden units with small non-zero ele-
ments may improve overall network performance and stabil-
ity [15]. The hidden layer defines the system’s state space or
‘‘memory’’ as

ht = fH (ot) , (1)

where

ot = W IHxt +WHHht−1 + bh, (2)

fH (.) is the activation function of the hidden layer, and bh is
the hidden units’ bias vector. The hidden units are connected
with weightedWHO connections to the output layer. The out-
put layer has P units yt = (y1, y2, . . . , yP) that is computed
as

yt = fO (WHOht + bo) (3)

where, fO is the activation functions and bo is the bias vector
in the output layer.

As the input-target pairs are sequential over time, the above
steps are repeated over time t = (1, . . . ,T ) .
The equations (1) and (3) show that RNN consists of

absolute non-linear equations of state that can be iterated over
time. The hidden states provide a prediction in each time step
based on the input vector at the output layer.

The hidden state of an RNN is a set of values that, apart
from the effect of any external factors, over several time steps,
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summarizes all the unique information needed about the net-
work’s past states. This integrated information can define the
network’s future behavior and predict accurately at the output
layer [42]. In each unit, an RNN uses a simple nonlinear acti-
vation function. However, such a simple structure is capable
of modeling rich dynamics if it is well trained in time steps.

C. CONNECTIONIST TEMPORAL CLASSIFICATION (CTC)
LAYER
In the context of RNN, the use of Connectionist Temporal
Classification (CTC) enables recognition without prior seg-
mentation [17]. This has enabled the use of neural network
classifiers for offline recognition of handwritten texts, which
has become more popular in recent years [17], [24], [25].

The segmentation process for Arabic text, printed or
handwritten, is a highly error-prone task. The Connectionist
Temporal Classification (CTC) layer can transcribe the data
without prior segmentation. Graves et al. [11] introduced the
approach of CTC which was initially designed to recognize
speech [14], and then the idea was extended to recognize
handwriting [17]. The CTC layer predicts the transcription
for the test images in the recognition phase. The out tran-
scriptions are matched with the ground truth of the line image
using Levenshtein edit distance.

By interpreting the network output as a distributed prob-
ability over all possible label sequences on the given input
sequence, CTC allows for the previously mentioned direct
alignment between the input variables and target label. The
last layer in the network hasN+1 outputs, whereN is the total
number of labels. These outputs specify the probability that
each label is observed or not observed at a given time. With
the use of single-character probabilities, a set of probabilities
can be obtained that possible match outputs given to an input
one. This logic can be described by equation (4).

p (π | x) =
∏T

t=a
ytπt , ∀π (4)

where:

x : The input sequence.
π : A possible output sequence.
ytπt : The probability of a given label from π at time t

A special β operator is defined for the correspondence
between previous steps π and the final output sequence l
through the removal of blank labels. As more than one
sequence of π can be a single final sequence, the probability
of a specific final sequence of l will be calculated as follows:

p (l | x) =
∑

β(π)=l
p(π |x) (5)

The maximum probability p(l|x) is considered to be the
final output for each given input x and sequencel. For
handwriting recognition, a word image is considered a time
sequence, in which time is modeled as one unit of time along
the width of the image with a one-pixel slice.

Following preprocessing, pixel values have been used as
network input features. The general recognizer structure is
displayed in Fig.12.

FIGURE 12. CTC output layer connected to the LSTM network.

D. TOKEN PASSING DECODER
Graves et al. [43] introduced the token passing algorithm
which restricts its output to a dictionary. The token passing
decoder solves the problem of word decoding, i.e. the most
likely word in the input sequence, where the word output is
limited by vocabulary. For single words, the token passing
decoder expects a sequence of letter probabilities of length t
as provided by the neural network, along with a word w as
a sequence of ASCII characters, and returns a correspond-
ing score, i.e. the probability that the input to the neural
network was indeed the given word [14]. This means that,
the probability p (l | x) =

∑
β(π)=l p(π |x) in (5) could be

approximated by:

p (w | x) = maxπ,B(π)=wp(π ) (6)

E. WORD BEAM SEARCH (WBS) DECODER
Word Beam Search (WBS) decoding is an algorithm used to
decode the output matrix of the CTC layer. TheWBS decoder
is placed just following the CTC layers for output decoding.
The main advantages of the WBS decoder [44] over token
passing decoder are:
• It is faster than token passing.
• It allows an arbitrary number of non-word characters
between words (numbers, punctuation marks).

• Words constrained by dictionary.
Scheidl et al. [44] presented a WBS decoder which is a
modification of the Vanilla Beam Search (VBS) decoding
algorithm [44] that has the following characteristics:
• Words are limited to words in the dictionary.
• Any non-word character number between words is per-
mitted.

• Optionally, we can integrate an LM word-level bigram.
• A better runtime (in terms of time-complexity and
real-time on a computer) than token passing.

The iterative beam search decoding creates and scores
the text (beams). Algorithm 1 shows the pseudo-code for
a basic-version: the beam list is initialized with an empty
beam (line.1) and the corresponding scoring score (line.2).
The algorithm then iterates the neural network output matrix
in all-time stages (line.3 to 15).

The beam search decoding algorithm allows arbitrary char-
acter strings, which are required to decode numbers and
punctuation marks while token-passing limits its output to
words in the dictionary to avoid spelling mistakes. Of course,
all words to be recognized in the dictionary must be included.
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Algorithm 1 Pseudo-Code for a Basic Word Beam
Searching [44]
Input: NN output matrix mat, BW
Result: decode text

1 beams = {∅}
2 score {∅, 0} = 1
3 for t = 1 . . . .T do
4 estBeams = bestBeams(beams,BW );
5 beams = {; }
6 for b ∈ bestBeams do
7 beams = beams ∪ b;
8 scores (b, t) = calcScore (mat, b, t) ;
9 for c ∈ alphabet do
10 b′ = b+ c;
11 scores

(
b′, t

)
= calcScore

(
mat, b′, t

)
;

12 beams = beams ∪ b′;
13 end
14 end
15 end
16 return bestBeams (beams, 1) ;

F. BI-DIRECTIONAL LONG SHORT-TERM MEMORY
(BLSTM)
The Bi-directional Long Short-Term Memory (BLSTM)
architecturewas introduced byGraves et al. [17], [43] to over-
come the limitations of LSTM. One of the main drawbacks of
RNN and LSTM is that they are processing information just
based on the previous context.

In many applications, including speech recognition, the
Bi-directional LSTM (BLSTM) structure is preferred. This
structure can be trained using all available input information
in the past and future of a specific time frame. BLSTMs
contain two separate hidden layers, one processes the input
sequence forwards (positive time direction), while the other
processes it backward (negative time direction).

Both hidden layers are connected to the same output layer,
providing it with access to the past and future context of every
point in the sequence. BLSTM outperforms unidirectional
LSTMs and standard RNNs, and it is also much faster and
more accurate. Fig.13 shows the architecture of a BLSTM
network.

FIGURE 13. The architecture of a bi-directional recurrent neural network.

VI. A NOVEL ADAPTIVE DATA AUGMENTATION
ALGORITHM
Imbalanced classifications pose challenges as they lead to
systems with poor predictive performance, especially for the
minority class. A neural network that is trained on a database
with imbalanced classes will bias its decision towards the
prevalent classes in the set [45]. In the presence of lim-
ited training samples, data augmentation is commonly used
in many deep learning approaches. Augmented data using
standard augmentation techniques e.g. (rotation, position
shifting, zoom, shear, etc.) does not affect the distribution
of labels in the original dataset. It means that if we have
imbalanced data, the data will continue to be imbalanced after
data augmentation.

The issue of class imbalance based on the difference in
character frequencies is not specific to any language or
dataset. It is a common observation for texts in natural lan-
guages. For example, characters ‘e’, ‘t’, and ‘a’ are the most
frequent characters whereas characters ‘z’, ‘q’, and ‘x’ are
the least frequent characters in the English language [46].
Similarly, for Arabic, based on text analysis of an Arabic
corpus containing more than five million characters [47],
it was found that not only the characters are unevenly dis-
tributed but also the distribution is highly skewed. The two
most common characters, i.e., alif ( ) and lām ( ), constituted
almost a quarter of all the texts. On the other hand, the five
least occurring characters (out of the total of 28 characters)
constitute only around 2% of the entire text. The frequency
of character z. ā’( ) was almost 70 times lower than the fre-
quency of character alif ( ).
Now, if we consider the character shapes distribution

rather than characters, the distribution will be even more
skewed. There will be very few occurrences in some char-
acter shapes from the low-frequency characters and thus
there is the issue of adequately training them. In this
section, we present a novel data augmentation algorithm that
can balance the distribution of the character samples in a
dataset.

First, we need to know the size of the database lexicon (L)
and the number of modeling units or classes (n). For example,
if we use Arabic characters as modeling units, in this case,
we will have 45 models (28 basic letters, 10 digits, and
7 ligatures) (n=45).

Second, we assign a weight (W i) to each word in the
lexicon. This weight is calculated for each word based on the
sum of the inverse average probability of the characters that
make up that word. The inverse probability was used because
we are interested in words composed of infrequent charac-
ters. Therefore, words with a high weight are composed of
characters that infrequently appear in training data, while
words with a low weight value are composed of characters
frequently seen in training data.

In general,

W i =

∑N
1

1
pn

N
(7)
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where i = {1, . . . ..,L}, N is the total number of characters
in the word i and pn is the probability of each modeling unit
(class) in the training data sets.

pn =
Total Number of class(n)occurence
TotalNumber of allclasses occurence

× 100 (8)

After finding all the weights, we normalize them by divid-
ing each of the weights by the sum of all the weights. There-
fore, normalized weights are like probabilities:

W i,normalized =
W i∑
W i
, where i = {1, . . . ..,L} ; (9)

Now we can use these to augment new samples to the
original database e.g. if we want to augment M new samples
to the original database then we can calculate the number of
augmented samples needed for each word image by:

[W i,normalized ×M]

= Total No. of samples augmented for class i.

By applying this to all the words in the lexicon, we will
eventually balance the database, because we augment new
data based on the inverse average probability of occurrence
of each class. Words composed of infrequent characters will
be augmented by a greater number compared to words com-
posed from high frequent characters. Algorithm 2 shows the
pseudo-code of our data-augmentation technique.

Algorithm 2 Pseudo-Code for Adaptive Data Augmenta-
tion Technique
step 1: Determine the lexicon size of the given database

(L) and the number of modeling units (n).
step 2: For each word (i) in the lexicon, calculate the

inverse probability of each model (1/pn).
step 3: For each word (i) in the lexicon,

W i =

∑N
1

1
pn

N
where i = {1, . . . ..,L};

step 4: For eachWi, we normalize it by:

W i,normalized =
W i∑
W i

where i = {1, . . . ..,L};

step 5: Determine the number of new augmented data (M).
step 6: For each word (i) in the lexicon,

No. of samples augmented = M ×W i,normalized

VII. EXPERIMENTS AND RESULTS
In the next subsections, we present the IFN/ENIT database,
AHDB database, data preprocessing, experiment configura-
tions, results of the evaluation, and the comparison with the
state-of-the-art systems.

A. IFN/ENIT DATABASE
The IFN/ENIT database is the most widely used and
popular database for handwritten Arabic text recognition

research published by Pechwitz and Maergner [21]. It con-
sists of 1000 forms, written by 411 distinct writers and it is
divided into five training and testing groups and it is freely
available for research purposes. It includes approximately
27,000 handwritten Arabic names representing Tunisian city
names. The size of the lexicon is 937 place names. A Ground
Truth (GT) file has been compiled for every word in the
database. This file contains information on the word, such
as the baseline position and information about the individual
characters used. Fig. 14 shows some sample images from the
IFN/ENIT database.

FIGURE 14. Samples from the IFN/ENIT database.

B. AHDB DATABASE
The Arabic handwritten database (AHDB) developed by
Al-Ma’adeed et al. [48] includes approximately 10,081 hand-
written Arabic words representing numbers and quantities
used in cheques, as well as the most popular words in
Arabic writing. The size of the lexicon is 96 of which 67 are
handwritten word numbers that can be used in handwritten
cheques. The remaining 29 words represent the most popular
words in Arabic. Fig.15 shows some sample images from the
AHDB database.

FIGURE 15. Samples from the AHDB database.

C. PREPROCESSING
In any recognition system, the pre-processing of the text
images is an important step. The primary objective of this step
is to improve the readability of the text images and to remove
details that do not have any discriminative power during the
recognition process. The images were already binarized by
the authors [21], [48], and the only steps we took in the
pre-processing were:

1. For the LSTM network, we resized all images to a fixed
height of 96 pixels, and the width was chosen such
that each image keeps its original aspect ratio. This
step is essential in our system to ensure constant vector
dimensions because LSTM expects a fixed-size vector.
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2. The depth of the proposed deep learning networks is
higher than traditional classifiers because of the various
hidden layers. In this case, we face this serious prob-
lem because we have limited data. To overcome this
issue, we used standard data augmentation techniques.
In the first part of the experiments, the augmentation
techniques were selected such as:

(i) For each image in the database, we have generated
8 additional augmented images by rotating images by a small
angle from −3 to 3 degrees and adding those images to our
training sets. See Fig.16.

FIGURE 16. A word taken from the database rotated at different angles:
(−3 to 3 degrees).

(ii) For each of the original images in the database, we gen-
erated five additional augmented images using shear transfor-
mation. See Fig.17.

FIGURE 17. Shearing a word in the database with different shearing
factor.

In Sec.7.8 we re-evaluated the performance of all
systems by using our adaptive data augmentation explained
in Section 6 instead of using these standard augmentation
techniques.

D. EXPERIMENT CONFIGURATIONS
We have compared the performance of the RNN-LSTM
network to CNN (AlexNet [38]) holistically. The AlexNet
network consisted of five convolutional layers, amax-pooling
layer, a dropout layer, and three fully connected layers.
After each convolutional and fully connected layer, ReLU
is applied. Before the first and second fully connected layer
dropout is applied. The receptive field of each convolution
layer is 3×3. The fifth convolution layer is followed by three
fully connected layers, with the first two having 512 chan-
nels each. The AlexNet was originally designed to identify
1000 classes. We have replaced the last fully connected layer
by a new fully-connected layer with as many outputs as
the number of classes (937 for the IFN/ENIT database and
96 for the AHDB database). Due to the high training time
associated with such a large network, we have used transfer
learning [49].

The architecture of the RNN-LSTM network for classifi-
cation was chosen such that it starts with a sequence input

layer followed by an LSTM layer. The LSTM layer is fol-
lowed by a fully connected layer to predict class labels, a
SoftMax layer, and a classification output layer. The SoftMax
layer is connected to the CTC-token passing decoder. Later,
the CTC layer is modified to adopt the word beam search
algorithm [44]. The block diagram of the RNN-LSTM net-
work is shown in Fig.18.

FIGURE 18. Block diagram of the LSTM network.

For the BLSTM network experimented in this paper,
we have used the Recurrent Neural Network Library
(RNNLIB) for sequence learning problems which is forked
from Alex Graves’s work [50]. This library provides 1D and
multidimensional LSTM network with ground truth align-
ment using the CTC decoder. The proposed network has
200 extended blocks of LSTMmemory in each of the forward
and backward layers. There is one memory cell, an input gate,
an output gate, a forget gate, and three peephole connections
for each memory block. The activation functions for the cell
input and output are tanh while the activation function for the
gate is a logistic sigmoid. All the CTC systems have used
a decaying learning rate. The initial learning rate was set at
0.01 and gradually reduced to 0.0001.

For consistency, identical training parameters were utilized
by setting the learning rate to 0.0001. It also provides a
heuristic decoding process for mapping the output of the
network to a sequence of symbols. For all the experiments
reported in this paper, the IFN/ENIT database and AHDB
were used to train and test all the systems. MATLAB [51]
was used to pre-process the images, and experimental models
were implemented using TensorFlow [52] and OpenCV [53].

E. PERFORMANCE EVALUATION
In this section, we present the experiments we conducted,
the results we obtained, and the resulting discussions of all
structures presented previously. The performance of all hand-
writing recognition systems was evaluated using two metrics.

1. Word Accuracy Rate (WAR):Word percentage correctly
recognized with all characters.

WAR (%) =
[
1−

S+ I + D
N

]
× 100 (10)

where:
S, is the total number of substituted words.
I, is the total number of inserted words.
D, is the total number of deleted words.
N, is the total number of words in the evaluation set.
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After aligning the recognized word string against the tran-
scription, the number of words replaced, inserted, and deleted
is counted. Alignment is known as the problem of maximum
substring matching [28].

2. Character Accuracy Rate (CAR): The percentage of
characters that have been correctly recognized in all words.
This rate is usually measured using the edit distance method.
It is defined as the minimum number of insertions, deletions,
or substitutions of a single terminal needed to transform other
of the strings into the other one.

CAR (%) =
[
1−

S+ I + D
N

]
× 100 (11)

where:
S, is the total number of substituted characters.
I, is the total number of inserted characters.
D, is the total number of deleted characters.
N, is the total number of characters in the evaluation set.
After aligning the recognized character string against the

transcription, the number of characters substituted, inserted,
and deleted is counted [25].

F. RESULTS OF HOLISTIC HANDWRITING RECOGNITION.
(WHOLE-WORD MODELING)
Table 3 shows the results of AlexNet and RNN’s holistic
recognition on the IFN/ENIT and AHDB databases. Both
of the networks were trained using the same configuration
described in Sec.7.1 to evaluate their performances similarly.
Both of the systems were trained and tested using simi-
lar train-test configurations and both of the networks were
trained for 1,000 epochs.

TABLE 3. AlexNet vs. RNN (Holistic Recognition).

The overall difference in performance between the two
networks was negligible. The AlexNet network was able to
achieve 90.29% compared to 89.13%WAR on the IFN/ENIT
database without using any augmented data. On the AHDB
database was able to achieve 92.97% compared to 91.30%
WAR without using any augmented data.

Conversely, standard neural augmentation performs
remarkably better than no augmentation. In AlexNet, the neu-
ral augmentation performed 95.27% to 90.29% compared
to no augmentation on the IFN/ENIT database while it

performed 96.80% to 92.97% on the AHDB database. the
RNN with neural augmentation performed the second-best,
where the word accuracy rate increased from 89.13% to
95.77%. on the IFN/ENIT database while it performed
96.69% to 92.97% on the AHDB database.

G. RESULTS OF ARABIC HANDWRITING RECOGNITION
USING DIFFERENT MODELING OPTIONS
1) RESULTS OF ARABIC HANDWRITING RECOGNITION
USING CHARACTER SHAPES AS MODELS
In this section, we present the results obtained for word
recognition tasks using character shapes as modeling units.
The IFN/ ENIT database contains the transcriptions for the
word image at the character-shape level and we have created
similar transcriptions for the AHDB database. We ended
up with a total of 157 models in our recognition system.
We have used the LSTM-CTC architecture with the Token
passing and WBS decoders explained in sections 5.4 and 5.5.
Table 4 shows the accuracy rate of each system without
using any augmented data, and Table 5 shows the accu-
racy rate when using augmented data. The results show that
by using standard data augmentation techniques, the accu-
racy rate is improved. The maximum CAR obtained on the
IFN/ENIT database is 97.17% while the maximum WAR
on the IFN/ENIT database is 96.22%. The maximum CAR
obtained on the AHDB database is 96.77 while the maximum
WAR is 95.99 %. Clearly, by using the CTC layer with the
WBS decoder, the network gives much better results.

TABLE 4. Accuracy Rates of the Systems using character shapes as
models (RNN-LSTM) – (No augmented data).

A further improvement to the current system can be
achieved if we replace the LSTM layer by the Bi-directional
LSTM (BLSTM) layer. The use of BLSTM can further
improve the network. In BLSTM, the forward layer learns the
context of the input by processing the sequence from input to
output, while the backward layer performs the opposite oper-
ation by processing the sequence from output to input. Table 6
shows the results of using the BLSTM network. We can see
that the accuracy rates have improved significantly compared
to LSTM. In sporadic cases when using BLSTM the improve-
ment of the results can be very limited, this can be explained
in Lee et al. [58] by the prevalence of short words within
the dataset but in general, replacing the LSTM layer with
Bi-directional Long Short-Term Memory (BLSTM) enables
higher recognition rates to be achieved.
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TABLE 5. Accuracy Rates of the Systems using character shapes as
models (RNN-LSTM) – (using Standard data augmentation).

TABLE 6. Accuracy Rates of the Systems using character shapes as
models (BLSTM) – (using Standard data augmentation).

2) RESULTS OF ARABIC HANDWRITING RECOGNITION
USING CHARACTERS AS MODELS
In this section, we shall present the results of Arabic hand-
writing recognition using Arabic characters as modeling
units. The transcriptions for the word image were modified to
character level for both databases. We ended up with a total
of 46 models in our recognition system. Table 7 shows the
handwriting recognition accuracy rates for standard train-test
configurationswithout using any augmented data, and Table 8
shows the handwriting recognition accuracy rates when using
augmented data generated by standard techniques. In all
experiments, the accuracy of handwriting recognition was
evaluated by using the BLSTM network combined with the
CTC layer.

TABLE 7. Accuracy Rates of the Systems using characters as models
(BLSTM) – (NO Augmented data).

As we mentioned earlier, it is not the best choice to
use characters as models because Arabic characters have
different position-dependent shapes. The accuracy rates of

TABLE 8. Accuracy Rates of the Systems using characters as models
(BLSTM) – (using standard data augmentation).

using characters as models are worse than the one obtained
using character shapes as models. This because many char-
acters have a similar shape, e.g., , which makes
the task of the system in determining the real character more
difficult. Besides, the shapes of the characters change accord-
ing to their position in the word, which causesmore confusion
for the network for determining the correct class.

H. RESULTS OF USING ADAPTIVE DATA AUGMENTATION
TECHNIQUE
In this section, we shall present the results of our adaptive
data augmentation algorithm. First, let us look at the statistics
of the IFN/ENIT database. Table 9 shows the number of
occurrences of each character in the database along with its
probability pn. By looking at the table, we can notice that
there is a huge difference between the appearance of some
characters in the database. For example, the letter Alif ( ) is
repeated more than 36 thousand times, compared to the letter
Za ( ), which we can barely see in the database. By knowing
the characters sequence of each word in the database, we can
calculateW i, e.g., the word ( ) has seven characters with
each character has a certain pn so:

W =

1
pAlif
+

1
pLaam

+
1

pShin
+

1
pRaa
+

1
pAlif
+

1
pYaa
+

1
pAin

7

W =

1
0.17+

1
0.092+

1
0.0156+

1
0.074+

1
0.17 +

1
0.083 +

1
0.023

7
= 22.253

Suppose that we want to augment 100,000 new samples
to the original database. We need to find how many sam-
ples should we augment e.g. the word ‘‘ ’’ out of the
100,000 so:

Total No. of augmented samples for

= [W ,normalized × 100, 000].

=
W∑

W i (sum of all classes wieghts in the database)

=
22.253

15900
× 100, 000 = 140 samples.

where,
∑

W i = 15900.
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FIGURE 19. Using adaptive data augmentation vs. standard data augmentation on the IFN/ENIT database.

TABLE 9. IFN/ENIT database [21] statistics.

So, out of the new 100,000 augmented samples, 140 aug-
mented samples will correspond to the word ‘‘ ’’. For
all the words in the lexicon, this is repeated in order to find
the number of augmented samples for each class. This will
finally balance the database. We can choose any data aug-
mentation technique to generate the new augmented data e.g.
here we used a combination of standard data augmentation
techniques (rotation and shear) to generate new 140 samples.
Fig.19 shows the frequency distribution of the IFN/ENIT
characters after using our adaptive data augmentation algo-
rithm compared to using the standard data augmentation
technique. We can see from the figure that if we used stan-
dard data-augmentation techniques the distribution of the
data will remain highly skewed but by using our adaptive
data-augmentation technique we can see that the distribution
is approximately balanced now, e.g. infrequent letters like
‘‘Zaa ’’ and ‘‘Taa ’’ have now a higher number of samples
compared to using standard data augmentation technique.

Now let’s repeat these steps, but this time on the AHDB
database. Assuming we are using characters as modeling
units, then Table 10 shows the number of occurrences of each
character in the database along with its pn.

TABLE 10. AHDB [48] statistics.

Fig.20 shows the frequency distribution of the characters
after using our adaptive data augmentation algorithm com-
pared to the standard data augmentation technique on the
AHDB database.

FIGURE 20. Using adaptive data augmentation vs. standard data
augmentation on the AHDB database.

Table 11 shows the results of AlexNet and RNN’s holistic
recognition on the IFN/ENIT and AHDB databases. The
system was trained using the same configuration described
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TABLE 11. AlexNet vs. RNN (Holistic Recognition) (using adaptive data
augmentation).

in Section 7.4 to evaluate their performances similarly. Both
of the systems were trained this time by using our data
augmentation algorithm described in Section.6.

Table 11 shows that recognition rates are significantly
improved. The system performs better in all training test
configurations with balanced data obtained by our algorithm.

Now, let us consider using the balanced data resampled
using our algorithm in Section 6 as training data for the
BLSTM network and by applying the same preprocess-
ing and configurations steps used in Sections 7.3 and 7.4.
Table 12 shows the results of handwriting recognition accu-
racy rates on the IFN/ENIT and AHDB databases augmented
with our data augmentation algorithm. The results show that
our data augmentation technique improves CAR% and the
WAR% in all train-test configurations.

TABLE 12. Accuracy Rates of the Systems using characters as models
(BLSTM) (using Adaptive data augmentation).

The same experiment was repeated, but this time we have
used the character shapes as modeling units. Table 13 shows
the accuracy rates of the system on all possible train-test
configurations.

It can be seen from the table that the results are signifi-
cantly better as compared to the results from the previous
approaches. The system performs better with the bal-
anced data resampled by our algorithm in all train-test
configurations.

I. COMPARISON WITH OTHER STATE-OF-THE-ART
SYSTEMS
In this section, we compare the results of recent state-
of-the-art systems evaluated on the IFN/ENIT and AHDB
databases with the results obtained by our systems. Table 14
presents a comparison of the results from the state-of-the-art

TABLE 13. Accuracy Rates of the Systems using character shapes as
models (BLSTM) (using Adaptive data augmentation).

TABLE 14. Comparison with other state-of-the-art systems evaluated on
the IFN/ENIT and AHDB databases.

systems evaluated on the IFN/ENIT and AHDB databases.
Many works were carried out on handwritten Arabic text
recognition using IFN / ENIT and AHDB database. The
best-reported systems in the literature on the evaluation sets
(e and f ) of the IFN/ENIT databasewereAhmed and Fink [31]
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and Graves et al. [17]. On the evaluation of set (d)
Abandah et al. [24] were the best-reported system. For
the AHDB the best-reported work in the literature was
Hassan et al. [56]. The overall results of our systems are
among the best in comparison with the other state-of-the-
art system. It’s also clear that our system integrated with the
adaptive data augmentation technique has the highest accu-
racy rate on the IFN/ENIT database. For the AHDB database,
the highest accuracy obtained was Hassan and Kadhm [57].
The authors proposed a handwritten Arabic recognition
system that uses a bag of features with Support Vector
Machine (SVM). Their system was evaluated using the
AHDB database with 2072 images for the training set and
868 for the testing set while our system was implemented by
using 7057 images for training and 2017 images for testing
which explains why they obtained a higher accuracy rate
than our system. Also, the other reason for obtaining higher
accuracy than us is that SVM typically performs better on
small datasets [45]. Another observation on the IFN/ENIT
we can see the decrease in performance on set f . One of the
reasons being that it was collected in a different environment
and was added later to the dataset and is regarded as a
relatively difficult set.

VIII. CONCLUSION
Offline recognition of handwritten Arabic texts is still a
challenging area of research in the field of pattern recogni-
tion. Deep Learning Neural Networks (DLNN) has gained
a reputation for taking care of numerous computer vision
issues. Its application to the field of handwriting recognition
has been shown to give fundamentally excellent results over
conventional techniques. In this work, we have performed
extensive experiments using different deep learning archi-
tectures to recognize handwritten Arabic text. Specifically,
we used CNN, RNN, LSTM, Bi-LSTM, and CTC. Each
system has been evaluated by using the IFN/ENIT and
AHDB databases. Besides, we have proposed an adaptive
data-augmentation algorithm that also attempts to deal with
the issue of imbalanced classes. It has been shown that
this method can solve rather effectively the data imbalance
problem. Our proposed method is performed in such a way
that the minority classes will be expanded by calculating
the average probability of each class. The results show that
the presented algorithm, when applied to the IFN/ENIT and
AHDB databases can balance the distribution of the minority
classes. The presented system in this paper is among the best
state-of-the-art systems.

While all systems have produced excellent results,
the accuracy rates were outperformed by using a CTC layer
with a WBS decoder. During the tests, we have noticed that
AlexNet and LSTM tend to over-fit and do not generalize
well to the test data. Besides, the BLSTM system is robust
to over-fit and has higher accuracy, especially to previously
unseen data. During the training stage, experiments showed
that augmenting new samples increases accuracy rates and
prevent over-fitting, at the expense of an increase in the

training time of the network. Besides, using image transfor-
mations, e.g., vertical alignment of characters and removal
of unnecessary white-space at the top and bottom of word
images, could be suggested as some extra preprocessing
steps.

As future work, we plan to use more advanced methods
to enhance the current work, e.g., recursive recurrent nets
with attention modeling [58], multi-dimensional LSTM net-
work [59] and using other modeling options such as using
sub-character and sub-core-shape as modeling units [31],
which contributes to significant reduction in the number of
models to be trained for the task of text recognition.
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