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Abstract — In this paper we will present our investigations 

related to contextual modeling for HMM-based handwritten 

Arabic text recognition. We will, first, discuss the justifications 

and the need for contextual modeling for handwritten Arabic text 

recognition. Next, we will discuss the issues related to contextual 

modeling for Arabic text recognition. Finally, we will present our 

novel class-based contextual modeling for HMM-based 

handwritten Arabic text recognition. Experiment results on word 

recognition tasks show improvements in word recognition rates 

when compared to using standard contextual HMMs. Moreover, 

the recognizers are significantly more compact as compared to the 

standard contextual HMM systems. 

Keywords — Contextutal modeling, Handwritten text 

recognition, Hidden Markov models, Arabic text recognition, Class-
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I.  INTRODUCTION AND RELATED WORK 

Handwritten Arabic text recognition is a challenging task. 
Although techniques related to deep learning has gained recent 
attention and popularity from the researchers, hidden Markov 
models (HMMs) are still a popular choice due to its benefits like 
simple and robust training, no need for explicit segmentation of 
text line images, and the ease of integrating the n-grams as 
language models. HMMs also provide mechanisms to model and 
cope with contextual variability affecting a character due to its 
neighboring characters. Contextual HMMs have been used 
successfully in speech recognition and significant improvements 
in recognition results have been reported (e.g. [1], [2]). In fact, 
its use in speech recognition is a standard procedure. However, 
the justifications of using contextual HMMs in text recognition 
and the benefits of using them over the non-contextual HMMs 
have not been clearly established (cf. e.g. [3], [4]).  

To setup contextual HMMs, first the non-contextual models 
(commonly termed as monophones in speech recognition) are 
initialized and trained and all the different contextual forms 
(generally the left and the right contexts are considered leading 
to what is, commonly, termed as triphones in speech 
recognition) are generated using the training transcriptions and 
initialized from the corresponding non-contextual forms of the 
models. Using contextual models greatly increases the number 
of HMMs in the recognition system and this can lead to 
inadequate training for each of the contextual form. This concern 
is addressed by performing some form of parameter sharing 
between the contextual models. The most common approach is 
to perform state tying of the different contextual forms of the 
corresponding non-contextual HMM.  

There are two main approaches for state tying, i.e., the 
bottom-up data driven approach and the top-down decision tree 
based approach. In the data driven approach, the corresponding 

states of the contextual forms are tied if the inter-state distance 
is within a threshold. Appropriate distance measure is selected 
and the threshold value for state clustering is normally set 
empirically. For the decision tree based clustering approach, the 
corresponding states of all the contextual forms are initially 
pooled together and are then successively split based on 
questions, each splitting the group into two next level nodes until 
all the questions have been used. These questions are set by the 
experts having the domain knowledge of the script/language. 

 Contextual HMMs for handwritten Arabic text recognition 
with decision tree clustering were presented in [5]–[7]. The use 
of contextual HMMs with state clustering was reported in [8]. In 
[9], the authors presented decision tree based clustering for 
contextual HMMs where the clustering questions were based 
only on a character’s core shape. In [10], the authors presented 
contextual modeling using HMMs for Arabic text recognition 
where a few contextual forms were manually selected to be 
modeled. These were mainly characters with descenders which 
potentially lead to overlaps with the neighboring characters. A 
total of only 44 contextual forms were added to the original 
model set. It seems that state clustering was not performed which 
is understandable given that only a few contextual models were 
added. In [11], the authors used contextual models for Arabic 
text recognition. A slight improvement was reported over the use 
of context independent modeling. One possible reason for not so 
large improvement in recognition performance, as stated in the 
paper, was that the use of Arabic character shapes as HMMs 
already captures most of the context and hence additional 
contextual modeling, with the implication of addition of many 
more models, may not be very helpful. The authors of the present 
paper presented contextual HMMs in conjunction with sub-
character HMMs [12]. The use of contextual sub-characters 
including the connector models showed significant 
improvements in recognition rates. Data driven clustering was 
used to tie similar states between contextual forms of a sub-
character while preserving the state sequences. 

The rest of the paper is organized as follows: In Section II, 
we will discuss the justification and the need for contextual 
modeling for handwritten Arabic text recognition. Next, we will 
discuss the issues related to contextual modeling for Arabic text 
recognition in Section III. In Section IV, we will discuss class-
based contextual modeling for Arabic text recognition. In 
Section V, we will present the experimental results and the 
discussions. Finally, conclusions will be presented in 
Section VI. 



II. THE NEED OF CONTEXTUAL MODELING FOR HANDWRITTEN 

ARABIC TEXT RECOGNITION 

Contextual variations in Arabic text can be visualized and 
understood at multiple levels. As each character in Arabic can 
take different shapes based on its position, this is the first 
contextual level that need to be modeled. Fig. 1 shows different 
Arabic words where the encircled glyphs in every row represent 
the same character. It can be clearly seen from the figure that the 
characters have significant variations due to their position in a 
word. The most common way to accommodate these contextual 
variations between different character shapes is by treating each 
character shape as a separate model. An alternative approach is 
to model a character, instead of character shape, as an HMM and 
use contextual HMM modeling to capture the shape-based 
variations as was presented by Prasad et al. for printed Arabic 
text recognition [4]. 

The second level of contextual variations is at the character-
shape level. Even the character shapes show visual variations 
due to a number of reasons. As characters in Arabic script are 
connected to their neighboring characters in a word (a more 
correct term will be Parts of Arabic Word (PAW) instead of 
word as some characters do not connect to other characters in 
front of them), some stroke variations do occur when connecting 
a character shape to the next character shape in a word. Some 
variations are simply due to the different handwriting styles, but 
some variations seem to be due to a character’s neighboring 
characters. A prominent example of this phenomenon is the 
occurrence of character pairs that are treated as special ligatures 
like lām-alif (لا). A solution to address this is by modeling these 
ligatures as separate models (cf. [13]). But, the problem is that, 
some of these character pairs do not always appear in ligature 
forms and, thus, it is not always possible to model these 
character pairs as special models. Fig. 2 illustrates example 
character sequences written as special ligatures as well as in 
normal forms.  

Another reason for variations at the character-shape level is 
a result of using the sliding window technique for feature 
extraction. Some characters partially overlap with other 
characters even though they might not, necessarily, be 
connected. These overlap get captured within the sliding 
window passing over a character and, as a result, effects the 

features computed for the character. Fig. 3 illustrates contextual 
variation at character-shape level due to the neighboring 
characters. Each row marks a character shape in a specific color 
to illustrate the variations in visual appearances due to its 
neighboring characters. In order to account for these variations, 
the most common approach is to model each character shape as 
a separate model and do contextual HMM modeling at the 
character-shape level, i.e., a contextual HMM represents a 
character shape in the context of its neighboring character 
shapes. 

III. THE ISSUES ASSOCIATED WITH CONTEXTUAL MODELING 

FOR ARABIC TEXT RECOGNITION 

Because of the fact that variations at character-shape level, 
due to the neighboring character shapes, exists in handwritten 
Arabic texts, it becomes important to model them for better 
recognition performances. Contextual HMMs are, thus, a natural 
choice for Arabic text recognition. However, using tri-character 
(tri-character-shape in this case) HMMs for contextual modeling 
comes with their own issues, especially for Arabic script. The 
concern is related to the high number of contextual models that 
results from converting the mono-character-shape HMMs to tri-
character-shape HMMs. Using character shapes as HMMs 
instead of character HMMs already led to a four-fold increase in 
the number of HMMs. Now, converting these character-shape 
HMMs into the contextual forms leads to a further increase in 
the number of HMMs. One can easily end up having thousands 
of HMMs. Having a huge number of HMMs leads to the 
problem of insufficient training data. Moreover, some low 
occurring character-shapes will have even lower number of its 
different contextual forms in the training data. This leads to 
inadequate model training. To alleviate this problem, some form 
of clustering is performed. The two most common approaches 
are the data-driven clustering and the decision-tree clustering. 
Both these techniques have been used for Arabic text 
recognition, as was presented in Section I. However, model 
clustering is applied after training the contextual forms and, thus, 
if the training was not adequate, the clustering will not be 
optimal. Thus, although there are strong justifications for using 
contextual HMMs for Arabic text recognition, its potential has 
not been greatly achieved. 

 
Fig. 1. Handwritten Arabic texts illustrating the variation in characters’ appearance. Glyphs encircled by a color in each row represent the same character. 



 

Fig. 2. Example character sequences, their ligature and non-ligature forms with examples from machine printed and handwritten texts. 

 

Fig. 3. Figure illustrating the effect of neighboring characters on character shapes. Each row shows instances of a specific character shape (enclosed within a 

colored-edge rectangle) and the variations in the visual appearances due to the neighboring characters. 

 

IV. CLASS-BASED CONTEXTUAL MODELING FOR ARABIC 

TEXT RECOGNITION 

As we have presented above, one of the main problems when 
using contextual HMMs for Arabic text recognition is the 
inadequate training of the resulting high number of tri-character 
models. We also observed in [12] that, by using sub-character 
modeling approach and particularly the connector models, we 
can reduce the number of unique tri-characters. These 
observations led us to investigate class-based contextual 
modeling for Arabic text recognition. The core idea was to limit 
the number of unique tri-characters by not modeling every tri-
character as a separate model, but, instead, by grouping the 
characters in the left and the right context into classes where 
characters in each class have similar effects on its neighboring 
characters. 

The idea of class-based contextual modeling for handwritten 
text recognition is not new. A similar idea was presented by Fink 
and Plötz [3] for offline recognition of handwritten text in 
Roman script. The authors grouped the characters appearing in 
the left and the right context into six different categories: 
characters occupying core area, characters with ascenders, 
characters with descenders, characters with ascenders and 
descenders, numerals, and the upper case characters. The groups 
were identical for both the left and the right context. Authors 
reported improvement in recognition results, as compared to the 
baseline context-independent system, when using this approach. 

At the same time, the standard approach to contextual HMMs 
resulted in poorer results when compared to the baseline system. 

We grouped the Arabic characters into seven different 
classes for the left context, i.e., for character appearing after a 
given character, and four different classes for the right context, 
i.e., for the characters appearing before a given character. This 
grouping is subjective and was based on studying the characters’ 
behavior in the context of other characters. Table I lists the 
character classes for the left context and Table II list the 
character classes for the right context. It should be noted that the 
number of classes as well as the specific characters in a given 
class is different for the two contexts. This is because the 
characters in Arabic have different influences on their left and 
right neighboring characters. For example, the character rāʼ (ر) 
has a prominent descender which affects the characters after it, 
i.e., to its left, but does not affect the characters before it, i.e., to 
its right. Thus, instead of modeling and training each unique tri-
character form of an Arabic character shape, we only model and 
train the different contextual classes for a given character shape. 
Fig. 4 outlines the key steps involved in training the class-based 
contextual models and performing word recognition using them. 

 

 

 

 



TABLE I: LIST OF CHARACTER CLASSES FOR THE LEFT CONTEXT.  

Left contexts 

Class Example character shapes 

Ascenders ـا ـل ـلـ 
Descenders  ج ح خ ع غ 
Core ـب ـبـ ـت ـتـ ـث ـثـ  ـد ـر 
Loop ـص ـض ـط ـظ ـف ـقـ ـمـ 
Angular ـجـ ـحـ ـخـ ـعـ ـغـ 
Kaaf ـكـ 
Space ا ب ت ن ل  و د ر 

TABLE II: LIST OF CHARACTER CLASSES FOR THE RIGHT CONTEXT. 

Right contexts 

Class Example character shapes 

Ascenders ــظ ــط ـلـ ـل 
Descenders ـر ر و ـو د ـد  
Core ـجـ ـحـ ـخـ ـعـ ـثـ ــتـ ث ـبـ تـ ـب 
Space  ـص ـضـج ـح ـخ ـع ـغ  ـث ـت ـب ـل ـاا 

 

 

 

Data preparation: 
1. Training annotation:  

 The training set annotations are converted into tri-character forms. 

 The tri-character annotations are modified such that the left and the right contexts are mapped to the 

respective classes. 

 A list of unique class-based tri-characters is generated from the modified annotations. 

2. Dictionary:  

 Words are defined in terms of class-based tri-characters. 

Model Training: 
1. The non-contextual models are initialized and trained using the standards procedures. 

2. Each class-based tri-character model is initialized as a replica of its corresponding mono-character 

model which was trained in step–1. 

3. The state-transition matrices of all the class-based tri-character models of a character are tied. 

4. The class-based tri-character models are iteratively trained using the standard Baum-Welch training 

algorithm. 

5. State level data-driven clustering is performed to tie similar states across different contextual forms of 

a character while preserving the state sequence. The thresholds are selected based on the recognition 

performance on the development set. The distance measure used to cluster similar states is as follows 

[14]: 

𝑑(𝑥, 𝑦) =  −
1

𝑀
∑ 𝑙𝑜𝑔[𝑏𝑦(𝜇𝑥𝑚) ]

𝑀

𝑚=1

+ 𝑙𝑜𝑔[𝑏𝑥(𝜇𝑦𝑚) ] 

where M is the number of mixture components, μxm is the mean vector for the mth mixture component 
of state x, and by(o) is the probability of generating observation o by state y which is given by: 

𝑏𝑦(𝑜) =  ∑ 𝑐𝑦𝑚 𝑁(𝑜|𝜇𝑦𝑚 , ∑𝑦𝑚)𝑀
𝑚=1 , 

where cym is the weight of the mth mixture component of state y, and 𝑁(𝑜|𝜇, Σ) is a multivariate  
Gaussian with mean vector µ and covariance matrix ∑. 

6. The state-tied tri-character models are iteratively trained using the standard Baum-Welch training 

algorithm. 

Decoding: 
1. The class-based tri-character models along with the modified dictionary are used for recognizing the 

words. The standard Viterbi algorithm is used for decoding. 

Fig. 4. Key steps involved in training the class-based contextual HMMs and text recognition utilizing the class-based contextual HMMs. 

V.   EXPERIMENTS AND RESULTS 

 In this section we will present the experiments we conducted 
and the results obtained for word recognition tasks using the 
IFN/ENIT database of handwritten Arabic words. 

A. Recognition task 

Our task is offline handwritten Arabic word recognition 
using the IFN/ENIT database [15]. The database consists of 

handwritten word images of names of Tunisian cities and towns 
divided into seven sets a to f, and s. The lexicon size is 937 
names, but some names have two or more variations which are 
mainly due to the ligature models and the optional diacritics like 
Shadda. We experimented with the standard train–test 
configurations reported in the literature including the 
competitions using the IFN/ENIT database. 



B. Experimental details and discussions 

Our recognizer is a continuous HMM system built using the 
HTK tools [14]. Character shapes were used as basic modeling 
units, i.e., mono-models. There are a total of 178 unique 
character shapes in the IFN/ENIT dataset. Each of these is 
modeled as a separate HMM. We replaced few infrequent 
models having the diacritic Shadda over them with models 
representing the same character shapes without the Shadda over 
them. This led a reduced model set having a total of 157 models 
in our baseline system. Text images were preprocessed before 
feature extraction to correct the text baselines. We extracted nine 
geometrical features (the average number of ink pixels, the 
number of black-white transitions, the distance of the upper 
contour, the lower contour, and the center-of-gravity of the ink-
pixels from the writing line, the orientation of the upper contour, 
the lower contour, and the center-of-gravity of the ink pixels) 
from each frame sliding over the word images.  These features 
are adapted from [16] and [17]. We appended nine derivative 
features to the original features so the dimension of the feature 
vector is 18. Bakis topology was used for all the HMMs. Model 
length adaptation was performed by first training the models 
with large number of states and then removing those states from 
a model which has very low self-transition probabilities (the 
slipping states as presented in [18]).  Other system parameters 
like the number of mixtures in each state were optimally 
configured based on the experiment configuration abc–d used 
for validation, i.e., the system was trained using sets a, b, and c 
and evaluated on set d. As a first step, a uniform initialization 
was done using the training data. In the next step, information 
from forced alignment of the training data was used to initialize 
individual HMMs using Viterbi initialization. This was followed 
by a number of iterations of Baum-Welch training. Finally the 
word hypothesis was made using Viterbi decoding.  

For the contextual HMM system, different tri-character 
forms for each character shape are generated using the training-
set transcriptions. Next, each tri-character model is initialized as 
a replica of its corresponding mono-character model which was 
trained before. The state-transition matrices of all the tri-
character models of a character shape are tied. Next, the tri-
character models are iteratively trained using the standard 
Baum-Welch training algorithm. State level data-driven 
clustering is performed to tie similar states across different 
contextual forms of a character while preserving the state 
sequence. The thresholds are selected based on the recognition 
performance on the development set. Finally, the state-tied tri-
character models are, again, iteratively trained using the 
standard Baum-Welch training algorithm before performing 
decoding on the evaluation set. The steps followed for 
contextual HMMs are similar to what was described by Young 
and Woodland for continuous speech recognition [1], [14]. 

For the class-based contextual HMM system, the system 
initialization, training, and decoding is performed as presented 
in Fig. 4. The evaluation results on the development set–d for 
the three systems, in addition to the key system statistics like 
total number of HMMs in the system as well as the total number 
of states in the system (using the training sets a–c), are presented 
in Table III. The total number of states in the system is more 
indicative as many HMMs will have their states tied to other 
HMMs in the system. The reduction in the number of HMMs 
after tying happens when all the corresponding states of two 
HMMs are tied together; thereby, merging the two HMMs as 
one. The recognition results are shown in terms of Word Error 
Rate (WER). It can be seen from the table that improvement in 
WER is reported for both the contextual HMM system, i.e., the 

standard contextual system and the class-based contextual 
system. However, the improvement in WER for the class-based 
contextual system is much higher as compared to the 
improvement obtained by using the standard contextual system. 
Moreover, there is significant reduction in the number of HMMs 
and the total number of states in the class-based contextual 
HMM system as compared to the standard contextual HMM 
system. In fact, the total number of states in the class-based 
contextual HMM system is only a fraction higher when 
compared to the non-contextual system (almost a 20% increase). 
This results in a compact contextual HMM system. 

Table IV presents the recognition results on all the training–
test configurations: abc–d, abcd–e, abcde–f, and abcde–s. It can 
be seen from the table that improvements are observed in all the 
experimental configurations for the class-based contextual 
HMM system when compared to the non-contextual HMM 
system (the baseline system) as well as the standard contextual 
HMM system. For one experiment configuration (abcd–e) the 
standard contextual HMM system shows a lower performance 
than the baseline system whereas the class-based contextual 
HMM system still shows a small improvement over the baseline 
system. More importantly, both the contextual systems perform 
significantly better than the baseline system on the set s which 
is, relatively, a difficult evaluation set. Again, the class-based 
contextual system performs better than the standard contextual 
system. A comparison of the recognition rates of our system 
with other state-of-the-art systems evaluated on the IFN/ENIT 
database is presented in Table V. From the table we can see that 
the recognition rates of our systems are comparable to the other 
top systems. 

TABLE III. COMPARISON OF THE NUMBER OF HMM MODELS, THE TOTAL 

NUMBER OF STATES, AND THE WER’S FOR THE THREE DIFFERENT SYSTEMS 

USING THE IFN/ENIT TRAINING SETS a,b, AND c AND EVALUATION ON SET d. 

System 

Description 

Number of 

HMMs 

Total number 

of states 
WER 

Character-shape 

HMM system 
157 1534 4.01 

Contextual HMM 

system 

4575 (3212 after 

tying) 

38512 (2767 

after tying) 
3.86 

Class-based 

contextual HMM 

system 

626 (359 after 

tying) 

5775 (1845 

after tying) 
3.37 

VI. CONCLUSIONS 

 Text recognition is an interesting, as well as a challenging, 
research area in the field of pattern recognition. HMMs are 
widely used classifier for text recognition. Contextual modeling 
is an important aspect of any HMM-based speech recognition 
system; however, its use in the domain of text recognition is not 
that universal. In this paper we presented a detailed discussion 
and investigation on the need and the use of contextual HMMs 
for Arabic text recognition. The justifications for the use of 
contextual HMMs for handwritten Arabic text recognition, in 
addition to the issues faced when setting a contextual HMM 
system for Arabic text recognition, were presented. Class-based 
contextual modeling for HMM-based handwritten Arabic text 
recognition was presented which alleviates some of the 
problems listed. Experiments conducted on IFN/ENIT database 
of handwritten Arabic text demonstrated the benefits of using 
class-based contextual HMM system over a standard contextual 
HMM system for Arabic text recognition. 

 



TABLE IV: SUMMARY OF THE RESULTS (IN WER’S) FOR HANDWRIITEN TEXT 

RECOGNITION USING THE THREE DIFFERETN SYSTEMS. 

System Description 

WER 

Evaluation Sets 

d e f s 

Baseline system  4.01 8.47 9.87 17.74 

Contextual HMMs 3.86 8.81 9.81 15.89 

Class-based 

contextual HMMs 
3.37 8.27 9.66 15.38 

TABLE V: COMPARISON WITH OTHER STATE-OF-THE-ART SYSTEMS EVALUTED 

ON THE IFN/ENIT DATABASE. 

Systems 
Train–Test Configurations 

abc–d abcd–e abcde–f abcde–s 

UPV-PRHLT [19] 4.80 6.10 7.80 15.38 

RWTH-OCR [20], [21] 3.47 7.26 7.80 15.45 

Azeem and Ahmed [22] 2.30 6.56 6.90 15.20 

Ahmad et al. [12] 2.78 6.48 7.85 14.88 

Giménez et al. [23] 4.70 6.10 7.80 15.38 

Ahmad and Fink [24] 1.92 5.07 7.70 15.45 

Stahlberg and Vogel [7] 2.40 6.10 6.80 11.50 

Present work 3.37 8.27 9.66 15.38 
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