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Proakis Chapter 3 and 4
PASSBAND DATA TRANSMISSION
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Content

* Different methods of digital modulation, namely, phase-shift
keying, quadrature- amplitude modulation, and frequency-
shift keying, and their individual variants.

e Coherent detection of modulated signals in additive white
Gaussian noise, which requires the receiver to be synchronized
to the transmitter with respect to both carrier phase and bit
timing.

* Noncoherent detection of modulated signals in additive white
Gaussian noise, disregarding phase information in the
received signal




6.1 Introduction
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Performance Metrics

e PROBABILITY OF ERROR
e POWER SPECTRA
— Baseband power spectral density

e BANDWIDTH EFFICIENCY

— The ratio of the data rate in bits per second to the
effectively utilized channel bandwidth

p= % bits/s/Hz
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Power Spectra

s(t) = s;{t) cos(2mfT) — sglt) sin(2mfz)
= Re[s{t) exp( 2 mf.t)]

_ . Baseband equivalent signal for the
Complex envelope st} = sp(2) + faplt) bandpass si:nal s(t) ¢

expl 2wf.T) = cos(2wft) + f sin(27f.t)

Let Sg(f) be the baseband power spectral density, then

Sit) = 5 8aF = £) + Sal) + ]

Passband Transmission Model

Carrier wave
N A I . |
I I 1 -
| Signal I I Signal | Estimate
i | 18na B I st mmunicats wr) | % 1gna [
l\;isus[zie - transmission _’3. ModulBtOr  fepe— Co 12{I:”':;‘71 on + Detector  f——sed IrANSMISSION [—j——
| encoder I I decoder |
| I I |
| I I |
e I e |
Transmitter Receiver
6

1/30/2014



Coherent Phase-Shift Keying

g,
s{t) = \f% cos{2mf.t)

e ’?
|2E,
si(t) = \|||'— cos(2wft + 7w} = \F-E cos(2mf.t) éalt) = y ']" cos(2arfet), 0=t<T,
J
I[:c :ls."}'l
51(t) = VEult), 0=t=<T, Aeson i e
]
]
— - ! [
st = —VEudlt), 0=:=T, M::R U: v:;w

T,
o= [ st d
= +VE,

To
o = || sttt
= -vE,

Error Probability of BPSK

Using pairwise error probability relation as discussed in chapter 5

Pr{si—>s}— en‘cL]H $ L

Since the Euclidean Distance F:.I
between the two symbols is & - s s
[ E, H v,
HSl - 52” - dlZ - 2 Eb m:,s,:m ol Message
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2 N,
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Error Probability of BPSK
Detailed Analysis

1 1
Frlx|0) = W’T’o Cxp[—"N—n {xy — Szr)z]
B
=1 1 E p =2 f( —‘*’)
- o o] o+ VER] =2,

Pao E_L fx1(2'1|0? dxy

.......

1 - 1 ; |
ok~ L exp[—go (1 + »-’EV} diy e

1
= + VE
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= 2 "fc(\il_N_o)

Generation and Detection of Coherent
BPSK Signals

Blr.li-].ry Polar‘non[elurn- Product B'i)réa:y
sec:j::::(:e_} level uu::odur | modulatr [~ signP;I (a) blnary PSK
s(r)
T transmitter
o-_ir]:_\/%cm(?::y'.x]
{ar)
Correlator
|
' n Y| Decision Choose 1if x, = 0 )
0 [o b % ooty (a) coherent binary
| 1
| j f PSK receiver.
¢ (1)

Threshold = 0

2]
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Power Spectra of BPSK Signals

. . E ==
symbol shaping function gty =47, * =t=T,

0, otherwise

he power spectral density of a random binary wave so described is equal to the energy
spectral density of the symbol shaping function divided by the symbol duration. The
energy spectral density of a Fourier transformable signal g(t) is defined as the squared
magnitude of the signal's Fourier transform. (see example 1.6 in textbook)

_Elf) ;
SX(f] - T Binary PSK
Sslf) = M Delta function

(mTef)?
= 2E, sinc*(T,f)

[part of FSK spectrum]

Normalized power spectral density, Sl fV2E,,

0 05 1.0 1.5 20 11
Normalized frequency, fT,

QUADRIPHASE-SHIFT KEYING (QPSK)

nE VE cos (20 - 1} T
j2E T COS(I i-1)7
s =y T cos[?.ﬂﬁr +{2i— 1) 4], 5 = . i=1,2,34
0, —E sin({li -1 :)
[
| 2E . LA
5t} = ‘{2'—']? cc-s[{Zl' -1 ;:| cos(2mfit) — \]I; sm|i{?z -1 Ej| sin(27f.1)
‘bi!
Decision
$alt) = ,l"z cos(2mfit)y,  0=¢=T boundary
YT Region Region
R % Z
ilt) = vl'?sin{lﬂ};tj, 0=¢t=T
Message Message
TABLE 6.1 Signal-space point m; g Vi point m,
characterization of QPSK (©0) : (10 s
Coordinates of : boundeny -,
DOF 'S L |
Phase of Message Points ~JER2 : 0 WEZ
Gray-encoded  QPSK Signal ————— i Vi3
Input Dibit {radians) 51 Sz — N <)
Message Message
10 4 +VEZ -VER i iy
00 EP —~VER -VER o N
01 Swi4 VEZ +VER Reg;°“ Z,
11 Tri4 +VE2 +VER

1/30/2014



1/30/2014

Example of QPSK

binary 0 1 1 o 1 0 0 o

Divit 01 Dibit 10 Dibit 10 Dibit 00 (a) Input binary
o sequence.
s 1 ! (b) Odd-numbered bits
COCADN AN LD of input sc?quence
TN T U U X and associated
® binary PSK wave.
(c) Even-numbered bits

oty contemmne ¢ ! ! of input sequence
IVANYAY ANV AN AN AN AN AN and associated
NV U VNNV binary PSK wave.
(d) QPSK waveform
defined as
AUA\J\UAU[\V/\U{\JAUA\ st} = s i(t) + 5:202(1).
13
Error Probability of QPSK
Using the union bound as described in chapter 5
HE U1 UlE
&SHEL-——|+—HEL——|
ol 2 N,
‘“i!
By reducing the overlap region, e
a tighter bound is B Region
[ EC o _— g
(00) (10}
Fosertelyan, | | e
0 Bzl 0 IVEZ #
R
Message Message
point my point mry
_ (o1) {11} Region
Reygdlon Z.




Exact Error Analysis

¢ To calculate the average probability of symbol error, we note
from Equation that a coherent QPSK system is in fact
equivalent to two coherent binary PSK systems working in
parallel and using two carriers that are in phase quadrature.
* These two binary PSK systems may be characterized as
follows:
— The signal energy per bit is E/2.
— The noise spectral density is N,/2.
* Thus, the average probability of bit error in each channel of
the coherent QPSK system is

r = 1 IIIE
r 2 rfc('vll Ng )
1
T2

[E
o (\*'z_Nq)

Exact Error Analysis

¢ Since the bit errors in the in-phase and quadrature channels of the
coherent QPSK system are statistically independent.
e Then, the average probability of a correct decision resulting from the
combined action of the two channels working together is
P,=(1— Py

1 TEX]
)

Il
'
o
o
[s)
—_—
E
>
R
Fa | -
L]
o]
a
=3
——
-
[ 5]

s ]
2|
e’

g
£

¢ The average probability of symbol error

] pinit
for coherent QPSK is therefore i i Bocison

P,=1-P,

- erfc(\/zzm) - 3?““2(] ZTNJ
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Error Analysis

P=1-P,

- l[E) ()

e we may ignore the quadratic term on the right-hand
side

P, = erfc( f%) ———> Equals to the tight bound
o

17

QPSK vs BPSK

* |n a QPSK system, we note that since there are two bits per
symbol, the transmitted signal energy per symbol is twice the
signal energy per bit E=2E,

* Thus expressing the average probability of symbol error in
terms of the ratio £,/ N,, we may write

- )

* With Gray encoding used for the incoming symbols, we find in
chapter 5 that the bit error rate of QPSK is

E
BER = 1 erfc( —3) ——> Same as BPSK
2 N,

18
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Generation and Detection of Coherent QPSK Signals

ayln

&) = /T cost2ags)

Demultiplexer I —

QPSK

' (a) QPSK
transmitter

—_—

e DA s il
! N (a) coherent
receiver.

Power Spectra of QPSK Signals

E
the symbol shaping function glt) = 1}];'* 0=¢=T

0, otherwise

Hence, the in-phase and quadrature components have a common power spectral
density, namely, E sinc?(T/f)

The in-phase and quadrature components are statistically independent.
Accordingly, the baseband power spectral density of the QPSK signal equals the
sum of the individual power spectral densities of the in-phase and quadrature
components

Salf) = 2E sincX(Ty)
= 4F, sinc?(2T,f)

1/30/2014
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Normalized power spectral density,

Power Spectra QPSK vs BPSK

1.0
1.0
QPSK & Binary PSK
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M-PSK / \

2E Ir . ” ! s
5t = \/; cos(Zmﬂt + m {i— 1)), i=1,2...,M \\\ /’:
™

¢ﬁ}=J§mﬁh¢m 0=t=T s

2
i) = vl?sm{lﬂ}t.rj, 0=t=T

dys = diy = 2VE sin(ﬁ)

E [«
P, = erfc( msm(ﬁ))
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M-PSK

Symbol Error Probability for M-ary PSK

10" prosmemee-- ! : '
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Power Spectral of M-PSK

The symbol duration of M-ary PSK is defined by T=T, log, M where T, is
the bit duration.
Proceeding in a manner similar to that described for a QPSK
signal, we may show that the baseband power spectral density of an M-
ary PSK signal is given by
Sg(f) = 2E sinc?(Tf)
= 2E, log, M sinc(T,f log, M)

8 30

= M=8

=

B
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BANDWIDTH EFFICIENCY OF M-ARY PSK SIGNALS

w2
¢ The power spectra of M-ary PSK signals
possess a main lobe bounded by well- / 48 down
defined spectral nulls (i.e., frequencies
at which the power spectral density is I N
zero). —Bwﬁ H)Hz)

¢ Accordingly the spectral width of the
main lobe provides a simple and
popular measure for the band width of
M-ary PSK signals.

¢ This definition is referred to as the null-  {=

U

to-null bandwidth. »

+ With the null-to-null bandwidth :
encompassing the main lobe of the i =2
power spectrum of an M-ary signal, we

find that it contains most of the signal !
pOWer. é 0 i

Nomalzed frequency

BANDWIDTH EFFICIENCY OF M-ARY PSK
SIGNALS

* The channel bandwidth required to pass M-ary PSK signals
(more precisely, the main spectral lobe of M-ary signals)

2
B=7
* Where T is the symbol duration. Recall that T=T,log,M
* Since the bit rate R,=1/T,, then we have

_ 2R,
log; M

* Therefore, the bandwidth efficiency of M-ary PSK signals will
be: R,

BN ze
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BANDWIDTH EFFICIENCY OF M-ARY PSK
SIGNALS

TABLE 6.4 Bandwidih efficiency of
M-ary PSK signals

M 2 4 8 16 32 64

olbits/s/Hz) 05 1 1.5 2 25 3

27

Coherent Frequency-Shift Keying

BINARY FSK
0E,
sit) = \/% cos2mf),  0=t=T,
0, elsewhere
He + I ! i )
fi= T for some fixed integer n, and i = 1, 2
b

we observe directly that the signals s,(t) and s,(t) are orthogonal, but not
normalized to have unit energy. We therefore deduce that the most useful
form for the set of orthonormal basis functions is

&) = {fcoszqrft), O0=¢t=T,

0, elsewhere
28
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Coherent Frequency-Shift Keying

BINARY FSK

Ty
55 = J; si(t)ylt) dt

LT
f ,'— cos(2mft) |— cos{?_wﬂ) dt

by i=7j i
{0, i ‘\/\./W

Pairwise Error Probability:
Binary FSK

* The signal constellation for
binary FSK is:

The Euclidean distance between
the two signals is:

N I d,, =[[s,—s,||= \/E

N, 2

E is the average signal Energy

0 JE & Pr{slesj}=QL |—ferch ﬁ

30
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Block Diagram of Binary FSK

mit)

x

&yt = 42T, Isl?:l t (a) blna ry FSK
Binary On-off . ° h uy Binary .
w:?.é:ic:e_y erllz:‘::ler E_—i';‘:l":l tra nsm Itter
(a)
{ % — f“ a
= 3, o oo 170 (b) coherent
" &t s Derls:un ) N h .
0] — device L Choose 0 if y <0 blnary FSK
X f“ dt —1x_ .
’f - . Threshold = 0 receiver.

Power Spectra of Binary FSK Signals

Consider the case of Sunde's FSK, for which the two transmitted frequencies f; and
f, differ by an amount equal to the bit rate 1/7, , and their arithmetic mean equals the

nominal carrier frequency f_; phase continuity is always maintained, including inter-bit
switching times.

2F, wt
sty = {?: cos(_Zﬂf;t * ﬁ)’ 0=t=T,

= [ [T _ 2By (LTt
s(t) T, coe(_ Tb) cos(2mf.t) T, mn(th) sin(2wf1)
- I% cos(%) cos2mfit) T ,’"‘%’ sin(%:) sin(2mf 1)

1/30/2014
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Power Spectra of Binary FSK Signals

2E, ( 'nrt) 2E, . ( ﬂt) .
s(t) = [——cos| = — | cos(2mfit) — * 2aft
) T, T, s(2mft) T, sin ) sin{27f.t)
- [Es (v_r B T L Y
T, cos Ta) cos(2mfit) ¥ T, sin T, sin(2mf.e)

1. The in-phase component is completely independent of the input binary wave. It
equals /ZEb/Tb cos(m /Tb) for all values of time t. The power spectral density of
this component therefore consists of two delta functions, weighted by the fact
E,/2T,, and occurring at f=#1/2T,.

2. The quadrature component is directly related to the input binary wave. During the
signaling interval 0 < t < T, , it equals -g(t) when we have symbol 1, and +g(t)
when we have symbol 0. The symbol shaping function g(t) is defined by

'JZE-b . e

- I 0=t=T

g(t) = 3y T Slﬂ(Tb) &
0, elsewhere

w
[

Power Spectra of Binary FSK Signals

The energy spectral density of this symbol shaping function equals

8E,T, cos*(mT,f)
Vi) = A gy

The power spectral density of the quadrature component equals ¥ {f)T, . It is also
apparent that the in-phase and quadrature components of the binary FSK signal are in-
dependent of each other. Accordingly, the baseband power spectral density of Sunde's
FSK signal equals the sum of the power spectral densities of these two components, as
shown

by :

E 1 . 1 8E, CDSZ(‘JTbe}
s = gt [ o) < e sm) | - ST

1/30/2014
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Normalized power spectral density, Syl /V2E,

Power Spectra of Binary FSK Signals

E 1 1 8E,, cos*(#T,f)
Silf) = 77, [S(f - ﬁ) " a(f ¥ z_n)] T T - 1

1.0
Binary PSK For Binary PSK
B _ 2E, sin*(wT,f)
Sslf) =—— 5
Delta function llllﬂ-'l bf]
(part of FSK t ] .
B part o spectrum - 2E& 51'}':){1.&#.:'
0.5
B Binary
FSK
|
4] 0.5 1.0 1.5 2.0 35

Mormalized frequency, f7),

M-ARY FSK

5;{t) = Ecos[‘% {m. + f}r], 0=t=T

wherei=1, 2,..., M, and the carrier frequency f, = n./ 2T for some fixed integer n..
The transmitted symbols are of equal duration T and have equal energy E. Since the
individual signal frequencies are separated by 1/2T Hz, the signals are

orthogonal; that is

-
L5ﬁhﬁhh=0, ij

Complete orthonormal set of basis functions are :

1/30/2014
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MFESK: Error Probability

Using the union bound to place an upper bound on the average probability of
symbol error for M-ary FSK. Specifically, noting that the minimum distance d,;, in

M-ary FSK is /2E

1 ['E
P.= 3 (M - 1) erfc( 2_1\10)

Power Spectra of M-ary FSK Signals

MNormalized power spectral density, S,(FV4E,

0 0.5 1.0 1.5 2.0 25 30
Normalized frequency, /T,

Bandwidth Efficiency of M-ary FSK Signals

When the orthogonal signals of an M-ary FSK signal are detected coherently, the
adjacent signals need only be separated from each other by a frequency difference 1/2T
so as to maintain orthogonality. Hence, we may define the channel bandwidth required to

transmit M-ary FSK signals as
M

B=E"

Since T =T,log,M and R, =1/T,

RM

B=21032M

The bandwidth efficiency of M-ary signals is therefore

TABLE 6.6 Bandwidth efficiency of M-ary
FSK signals -
M 2 4 8 16 32 64

pibits/s/Hzy 1 1 075 05 03125  0.1875

_R
P=B

_2log: M
M

1/30/2014
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RE,
— cos(2mfit), O0=t=T,
st = Ty )
0, elsewhere
™ Sample at P 1 ex Eb
ilter ti o = = ————
matched to Envelope "P\S\L b i 2 p 2N0
—=1 cos (2mfyr) > detector [
0<t<T, \
It =1,
; Comparison choose 1.
lr) = device
If 1y < s,
choose 0.
Filter iy
matched to
Envelope
—= cos (2afr) 1 detec tEr _‘;\
Sample at
0 <t STb time s =T, 39

Differential Phase-Shift Keying

Differential phase-shift keying (DPSK) is the noncoherent version of PSK. It eliminates
the need for a coherent reference signal at the receiver by combining two basic
operations at the transmitter:

(1) differential encoding of the input binary wave

(2) phase-shift keying

The differential encoding process at the transmitter input starts with an arbitrary first

bit, serving as reference. Let [d,] denote the differentially encoded sequence with this

added reference bit. We now introduce the following definitions in the generation of

this sequence:

* If the incoming binary symbol b, is 1, leave the symbol d, unchanged with respect
to the previous bit.

* If the incoming binary symbol b, is 0, change the symbol d, with respect to the

previous bit.
f TaBLE 6.7 Ilustrating the generation of DPSK signal
{Bi) i 0 o0 1 0 0 1 1
[dy—a} 1 1 0 1 1 0 1 1

Differentially encoded 1 1 0 1 1 0 1 1 1
sequence {dg}

Transmitted phase 0 0 =« 0 O T 0 0 0
{radians}

20



Differential Phase-Shift Keying

The transmission of symbol 1 leaves the carrier phase unchanged

IIZE_'I;:;, cos{27f.1), 0=t=T,

si(f) = B
Jz_;,, cos2afit), Ty=t=2T,

The transmission of 0 advances the carrier phase by 180 degrees

/% cos(2m.t) 0=t=T, Bit error rate for DPSK is given by
an="_" Lo B
/E cos(2mft + m) T, =1t=2T, e 197N,
\ ZT;, e £
a1
Differential Phase-Shift Keying
et o il Armplitude Produc P
00t =tk [ et eniter ] mosuaee [ s
(%]
“ T JT;.,\-.I:;:_-;.-J
Delay
Ty
In-phase channel
p—e— cos (2x.1) [ Detay ]
Ty
50 : y : v o P Smlie0
— frr::-er ‘ ) ) (2 D‘;"T‘; = 50: Qily<0
sin (2%, l :a | Threshold = O
:: fl’ "
42

Quadrature channel

1/30/2014
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Differential Phase-Shift Keying:
Receiver

In-phase channel

g
v sing -
—1
oo (2af) e
o r:.n
Y “
. ¥ = st
[ = D] e o 0
it | , .
prrs ) _/ L s 0 \cos0 !
(o 1
sin (Zuf,0) i | Thenshold = ©
Ty | L 1 sing
—d o
Ry a

Cupcrmture channel

The receiver measures the coordinates (x,, Xo,) at time t = T, and (x,;, x,;) at time t = 2T,

The issue to be resolved is whether these two points map to the same signal point or
different ones.

Recognizing that the two vectors x, and x,, are pointed roughly in the same direction if
their inner product is positive.

say 1
X%, T xgXo, “?u 0

M-ARY Quadrature Amplitude
Modulation

0=t=T

l2E 2By,
su(t) = \’?0 a cosrzﬁﬁ.ﬂ—v—fﬂ besin@afth, T L,
3 —ly —Ey e

Where E_ is the energy of the signal with the lowest amplitude

Let d;, be the minimum distance between two points, thus % -.JE
0]

Thus , the it message s, will be (a,d,;, /2 , bd /2)

i~'min

The orthonormal basis functions are:

dy(t) = \/%cos{Zfrﬁtl, 0=t=T

2
¢2rs}=\/?sm{2:r;;r}, 0=t=T

a4

1/30/2014
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M-ARY Quadrature Amplitude

Modulation

12
- e3d2— @ -
1011 1001 110 111
. e d2- . . I
1010 1000 1100 1101 I
| | | f, 1
- 3dl2 ~di2 ai2 3di2 —3di2 —di2 a: A2 3di2
. "2~ ® . |
0001 0000 0100 0110 !
B
. o 342 . .
0011 0010 o1 o111

{a)

Symbol error probability for M-ary QAM is

P, = 2(1 - ﬁ) erfc( \/5:2)

45
Comparison
TABLE 6.8 Summary of formulas o —
Jor the bit error rate of different I
digital modulation schemes T~ Noncoherent binary FSK
Signaling Scheme Bit Error Rate 10-t \ I I
(a) Coherent binary PSK . Coherent binary FSK
Coherent QPSK 3 erfe{ VEL/Ny)
Coherent MSK
[b) Coherent binary FSK 3 erfc{VEL2ZNy)
fc) DPSK 1 expl(~E, /No) o2 |
{d) Noncoherent binary FSK % exp{—E5/2N,) {a) Coherent binary PSK | \ |
() Coherent GPSK | ¢
le} Caherant MSK J )
= e { DPSK
8 |
; 103 !
&
104 ‘
O 25 0 25 50 75 10 125 46

L da
Ng
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