Chapter 1. Probability

Set definitions

Set operations

Probability introduced through sets and relative frequency
Joint and conditional probability

Independent events

Combined experiments

Bernoulli trials

Summary

® N WN R

1.1 Set Definitions

Set A4 element
ac A ag A
Tabular method Rule method
A4={2,4,6,8,10,--) A={ae N|aiseven}

N = the set of natural numbers
Z = the set of integers Q = the set of rational numbers

R = the set of real numbers




1.1 Set Definitions

Def: Set A is finite, if A4 has a finite number of elements.
not finite = infinite

Def: Set A is countable, if there is an onto function f: N — 4.
not countable = uncountable

finite. = countable A={2,4,6} is countable.

N.Z, & QO are countable.
R — QO(= the set of irrational numbers) is uncountable.

R is uncountable.

1.1 Set Definitions

Def: Set A isasubsetofsetB,if ae A4 = aecB.

AcB
Def: (proper subset)

¢ = null set

ANB=¢ <& A& B aredisjoint.
(mutually exclusive)




1.1 Set Definitions
Ex1.1-1:  A={13,57}, B={,23,-), C={05<c<8.5}
D={0.0}, E={2,4,6,810,12,14}, F={-5.0< f<12.0}

tabularly specified -- rule-specified --

finite -- infinite --

countable -- uncountable --
Ac B ANE=¢ D+¢

Universal set =S
rolling adie = §={1,2,3,4,5,6}
toss two coins = S ={HH,HT,TH,TT}

1.2 Set Operations

Venn Diagram




1.2 Set Operations
AcB & BcA < A=B
A-B={x:xe€Ad & x¢Bl=ANB

B=S—-B complement

S=¢ A=4

N N
Alquu---uAszleAn AlmAzm---mAN:QlAn
AuB=BuUA ANB=BnNnA4 commutative
(AuvB)UC=4u(BuC)=AuBuUC associative
1.2 Set Operations
(ANB)NC=AN(BNC)=AnBnNC
AN(BUC)=(ANnB)u(AnC)

distributive

AUBNC)=(AUB)N(AUC)

(AUB)=ANB

L De Morgan's Laws
(AnB)=Bu A4
Duality Yoo n

p < S




1.3 Probability Introduced Through Sets and
Relative Frequency

Definition of Probability - set theory and axioms

- relative frequency

Experiment Rolling a die.
- sample space S S ={1,2,3,4,5,6}
-event (o-algebra Q) A={1,3,5} B={2,4,6}
C={123.4}
- probability P P(4)=P(B)=0.5 P(C) :§

(S,Q,P) --probability space

1.3 Probability Introduced Through Sets and

Relative Frequency
Sample space S

set of all possible outcomes in the experiment

Rollingadie = §={1,2,3,4,5,6}
Tossacoin = S={H,T}
Toss2 coins = S ={HH,HT,TH,TT}
Choose a number in [0,1] = S={s:0<s<1}
Choose anumberin N = S=N={1,2,3,---}

discrete & continuous

finite & infinite
countable & uncountable




1.3 Probability Introduced Through Sets and

Relative Frequency
Event = a subsetof S

o-algebra Q = the set of all events
Tossacoin = S={H.T} = Q={¢.{H}.{T},S}

Toss 2 coins = S={HH,HT,TH,TT}
= Q={¢9{HH}9{HT}99{HH9HT9TH}9S}

Choose a number in [0,1] = S={s:0<s<1}
A={a:0<a<0.5}

Choose anumberinN = S=N={1,2,3,--}
A:{]’3’5’...}

1.3 Probability Introduced Through Sets and

Relative Frequency
Probability P = a function from Q to [0,1]

Tossacoin = S={H,T}
= P@)=0, P({H})=0.6, P({T})=0.4, P(S)=1

Probability Axioms 1. P(4)=0
2. P(S)=1

3. AnB=¢ = P(AUB)=P(A)+P(B)

3'. mutually exclusive {4,:n=12,--} = P(J4,)=> P4,
n=1 n=1




1.3 Probability Introduced Through Sets and

Relative Frequency |

S=N={2,3,--} P({n}):?
3
P({n})—y

S={s:0<s<1} 0<a<b<l = P({x:a<x<b})=b-a

P({0.5})=0, P((0.3,0.7])=0.4
Properties:
P(A)=1-P(A4)
P(AU B) = P(4)+ P(B)—- P(AN B)

1.3 Probability Introduced Through Sets and
Féella;tig(e Frequency

Probability as a relative frequency

coin toss P({H}) = lim 22
n—>0 n

Ex 1.3-3:




1.4 Joint and Conditional Probability
Joint probability P(AN B)

Conditional probability of event 4, given event B

_P(ANnB)
P(B)#0 = P(A|B)= B
Properties:
1. P(4|B)=0 2. P(S|B)=1

3. AnC=¢ = P(AUC|B)=P(4|B)+P(C|B)

4. AnB=¢ = P(A|B)=0

P(s|B)

1.4 Joint and Conditional Probability
Ex 1.4-1:

A: draw a 47Q) resistor B : draw a 5% tolerance resistor

C: draw a 100Q2 resistor

44 62 32
P(A) === p(B)==Z, P(C)=-=
D=T00" P =100" =100
28
100 P(B) 062 62
P(ANC)=0 P(A|C):P(Amc)— 0

PC) 032




1.4 Joint and Conditional Probabili’/g\AB’l

oqe N
Total probablllty ”31 B, =S8, B, NB,=Cforallm # n

A=AmS=Am(LNJBn):LNJ(AmBn)

n=l n=l1

N N
mutually exclusive = P(4)=P[| J(4nB)]=D P(4nB)
n=l1 n=1

1.4 Joint and Conditional Probability

Bayes' Theorem P(B,|4) = P (in( ;) 4) _ P4 11521)5 (B,)
PoB L= P(A|B,)P(B,)
(B, 4)= P(A|B)P(B)+++ P(A|B,)P(B,)
Ex 1.4-2:

0.9

B,=1 before the channel
B,=0 before the channel

A,=1 after the channel
A4,=0 after the channel




1.4 Joint and Conditional Probability

P(B|4)="

P(A)= P(4]|B)P(B)+ P(4]|B,)P(B,)=0.9x0.6+0.1x0.4=0.58

P(BnA) _P(4[B)P(B) 09x0.6 54
P(4) P(4) 0.58 58

P(B,|4) =

P(B2|A1):?=1_P(B1|A1)

P(B,|4,)=" P(B,|4,)="

1.5 Independent Events
Def: Two events 4 & B are (statistically) independent if
P(ANB)=P(A)P(B), P(4)#0, P(B)#0

P(BNA) P(B)P(A)
P(4) P4

B=BNS=BN(AUAd)=(BNA)U(BNA)

A & B independent < P(B |A) =

P(B)

P(B)=P(BNA)+P(BN A)
A & B independent =  P(BNA)=P(B)—P(BN A) = P(B)—P(B)P(A)
= P(B)[1- P(4)] = P(B)P(4)
A & B independent
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1.5 Independent Events
Def: 3 events 4,, 4,, & A, independent <

P(A4)#0  P(A4NA)=P(4)P(4,)  P(4dNA)=P(4,)P(4)
P(A N Ay) = P(A4)P(4;) P(A A, " A) = P(4)P(A4,)P(4;)
Ex: S ={1,2,3,4} A =12}, 4,={23}, 4,={3)
P(4,NA)=P(A4)P(4), i#] A4, 4,, & A, pairwise independent
P(A NA, N A)# P(A4)P(4,)P(4) A, A4, & A, NOT independent

Fact: 4,,4,, & 4, independent = 4, & (4, N 4;) independent
Fact: 4,,4,, & 4, independent = 4, & (4, U 4;) independent

1.6 Combined Experiments
2 independent experiments (5,9, f) & (5,,€,,P)
Can define a combined probability space  (S,€2, P)
S=8,x8, ={(s,8,):5,€8,,5,€8,}
Ex 1.6-1: Ex 1.6-2:
Q=Q,xQ, ={4xA4,:4€Q,, 4, €Q,}
Ex 1.6-3:
P(4,x4,)=PB(A4)P(4,), 4€Q,4,Q,
P(4,xS,) = R(4)P(S,) = B (4)
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1.6 Combined Experiments
3 independent experiments (S,Q,,P), i=1,273
Can define a combined probability space  (S,Q, P)
S=8,x8,x8, Q=0Q,xQ, xQ,
P(A4, x4, x A) = P(4)P(A,)P(4), 4 €Q,
n!

(n—r)!

i "
y

Permutation P'=n(n-1---(n—-r+1)=

Combination (

binomial expansion (X+Y)" = 2

r=0 r

1.7 Bernoulli Trials
Basic experiment - 2 possible outcomes (4 or A)
P(A)=p  P(A)=1-p
Bernoulli Trials - repeat the basic experiment N times
(Assume that elementary events are independent for every trial.)
: N k N-k
P({A occurs exactly k times}) = i p (1-p)
Ex 1.7-1: P(A)=0.4 N=3

3
P(2 hits) = (2)0.42 (1-0.4)' =0.288
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1.7 Bernoulli Trials

3
P(3 hits) = @0.43(1 ~0.4)° =0.064

P({carrier sunk}) = P(2 hits) + P(3 hits) = 0.352
Ex 1.7-3: P(A)=0.4 N =120

120 _
P(50 hits) = (50 Jo_45° 1-0.4)"° =2 1201="?

large N = De Moivre-Laplace approximation

Poisson approximation
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