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Efficient Iterative Time-Domain Beam Propagation
Methods for Ultra Short Pulse Propagation:
Analysis and Assessment

Husain M. Masoudi and Mohammad S. Akond

Abstract—The time-domain beam propagation method
(TD-BPM) has been implemented and analyzed using several
iterative numerical techniques to model the propagation of
ultra short pulses in optical structures. The methods depend on
one-way non-paraxial time domain propagation that use Pade
approximant formulation. Several numerical tests showed that
the iterative TD-BPM techniques are very stable and converge
using few iterations. From accuracy assessment compared to the
FDTD, it has been observed that the longitudinal and the temporal
steps sizes can be a number of orders of magnitude larger than
the FDTD step sizes with little percentage difference. Computer
performance analysis showed the TD-BPM is well suited for long
dielectric structures interaction of short and ultra short pulse
propagation.

Index Terms—beam propagation method, finite-difference anal-
ysis, finite-difference time domain, modeling, numerical analysis,
optical waveguide theory, Pade approximant, ultra-short pulse
propagation.

1. INTRODUCTION

HE rapid progress of ultra-fast nano-optics field for pro-
T cessing and controlling of ultra-fast beam of femtosecond
time interaction with nano scale structures has opened new and
wide ranges of applications in different fields of science [1], [2].
At the same time, the advancement of interesting and innovative
nano photonics materials of photonic crystals, plasmonics and
metamaterials are transforming photonics application progres-
sively. At this stage, it is very curtail to develop a collection of
accurate and efficient numerical tools for wide applications, es-
pecially for short and ultra-short optical pulse interaction.
Most of the numerical techniques available were developed
for CW optical applications and very few are appropriate for
time domain analysis of ultra-fast domain. The explicit finite
difference time domain (FDTD) is probably the most widely
used method for both CW and TD applications [3]-[6]. Being
an explicit technique, the main drawback of the FDTD is the
Courant criterion (CFL) imposed on the time step size. In addi-
tion, the spatial step sizes should be much smaller than the wave-
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length (~\/100) for proper convergence to small or irrelevant
numerical dispersion error. For fine spatial grids, relative to the
wavelength to resolve geometrical features of different device
levels, even smaller temporal step sizes are required for stability,
which increases the computational time many fold. Another re-
striction for the temporal step size is the Nyquist limit even
for continuous wave (CW) analyses [7]. Therefore, the conven-
tional FDTD is not practical for large scale applications [4]. As
aresult, in the last ten years or so, a family of new FDTD tech-
niques based on implicit approach has been proposed [7]-[14].
The most important two are the alternating direction implicit
(ADI-FDTD) [9] and the locally one dimensional (LOD-FDTD)
[10] techniques. Being implicit methods, they are free of CFL
restriction imposed on the time step size and they showed that
they are unconditionally stable. Nevertheless, it was found that
their accuracy performances degrade with the increase of the
time step size compared to the CFL limit of the explicit FDTD.
They also require additional computer resources (memory and
CPU time) to handle tri-diagonal matrices at every time update
[14]. The envelope versions of the ADI and the LOD depend on
the Slowly Varying Envelope (SVE) function extracted from the
fields (sometime referred to as Complex Envelope CE FDTD).
Although the accuracy of the envelope implicit FDTD are better
than the implicit FDTD for large temporal step sizes, but again
the accuracy degrades as the time step size increases [14]. More
importantly the envelope implicit FDTD produces numerical ar-
tifacts of anomalous mode propagation and spurious charges.
In fact these artifacts are also present in the implicit FDTD as
well [13]. It is to be noted that the CE FDTD is implemented in
the complex domain, which adds extra computational demand.
Systematic performance evaluation for all the implicit FDTD
techniques discussed concluded that their advantages in the op-
tical domain are not clear [14]. On the other hand, both the
ADI and the LOD FDTDs are derived from the perturbation of
the Crank Nicholson FDTD technique that produces a splitting
error proportional to the time step size and the magnitude of
the spatial derivatives. Due to this splitting error, these implicit
FDTD are suited only for narrowband applications [13]. Fur-
thermore, several implicit techniques have been proposed and
tested to solve the time wave equation using Crank-Nicholson
(called Full Band—FB), Pade (1,1) approximant (called Wide
Band—WB) and the parabolic approximation (called Narrow
Band—NB) approaches [15]. It is to be noted that these tech-
niques are also called Time-Domain Beam Propagation Method
(TD-BPM), but they use the same mechanism of the FDTD by
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discretizing the spatial domain and use time stepping mecha-
nism to find the evolution of the field. This is not to be confused
with the work presented in here that uses stepping with forward
marching along the longitudinal direction z (similar to the clas-
sical CW BPM), as will be seen later. Obviously, the NB and
the WB are not suited to model short and ultra short pulse prop-
agation due to the approximation involved, and the FB showed
that it consumes much larger computer resources as compared
to the explicit FDTD in handling a large sparse matrix at every
time stepping [15].

A few years back, an efficient unidirectional TD-BPM
technique based on the parabolic wave equation, that expanded
the wave equation in terms of one-way operator along z while
keeping the time variation along with the transverse spatial
variations, has been proposed [16], [17]. The operator used
direct FD discretization approximation for both time and spatial
variations. This arrangement has the advantage of allowing the
numerical time window to follow the evolution of the pulse
and hence minimizes the computer storage of the problem as
well as the execution time. However, this technique showed
limitation on handling short and ultra short pulse propagation.
The error increases with the decrease of the initial pulsewidth
and it was shown that this error is associated with the parabolic
approximation. Moreover, a similar operator approach for pulse
propagation of ultra short durations in optical structures using
non-paraxial wave equation by incorporating the well-known
Pade approximants has been proposed and tested [18], [21].
Initial studies for the non-paraxial TD-BPM showed a signif-
icant improvement in accuracy as compared to the parabolic
technique for ultra short pulse propagation of long device
interaction. It is to be noticed that Pade approximant technique
has been used effectively in many CW BPM problems for
non-paraxial one-way propagation operator and bidirectional
BPM problems that involve reflections [22], [23]. In addition,
there are a few similar higher-order parabolic equations solu-
tions in non-optical fields such as underwater acoustics and
seismology have been reported [22], [24].

In this work, we have implemented and analyzed the non-
paraxial TD-BPM using several iterative numerical techniques
[19], [20] to model the propagation of ultra short pulse propa-
gation in optical devices for the purpose of enhancing its effi-
ciency. In addition, the method has been tested and compared
with the conventional explicit FDTD in terms of convergence
and efficiency. We found that the TD-BPM techniques are very
stable, accurate and efficient for the propagation of unidirec-
tional ultra short pulse propagation. From accuracy assessment
compared to the FDTD, it showed that the longitudinal and
the temporal steps sizes can be a number of orders of mag-
nitude larger than the FDTD step sizes with small percentage
difference.

II. FORMULATION

The time domain wave equation for 2-D structures (z and z)
can be written as

i

O
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The above equation assumes that z is the propagation direction,
¢, speed of light in free space and accounts for TE and TM po-
larizations as: TE (TM) for ® = E,(H,) with the constants
a = 1(1/n?) and B = n?(1). Upon extracting the carrier fre-
quency of the pulse as ®(z, z,t) = ¢(z, 2, t)el “I=m0ko=) and
also adjusting the movement of the time window with the group
velocity v, of the pulse envelope through the substitution of a
moving time coordinate 7 = ¢ — z/v,, changes (1) to [18]
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Equation (2) can be viewed as a multiplication of two operators,
one for forward propagation and the second for backward prop-
agation. For unidirectional pulse propagation, the following can
be written for the propagation along the positive z-direction

pla, Az,m) = /P =D¥ 0z, 2 = 0,7) ()

where p(z,z = 0,7) is the initial field and the pseudo-differ-
ential operator is defined as
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Pade approximant can be used to approximate the square root
exponential operator based on the rational approximation that
can be written as [18], [21], [22]

\/H-—R 1 + a; R (6)
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where p = —jkon,Az and R = L — 1, a and b are called Pade
coefficients with m being the Pade order.

III. NUMERICAL METHODS

In the above formulation, the finite difference (FD) approx-
imation can be applied to discretize the transverse spatial and
the time derivatives of (5) which results in a sparse block tri-di-
agonal matrix. The diagonal blocks contain tri-diagonal ma-
trices and the off diagonal blocks contain diagonal elements
only. The propagation of the pulse along the longitudinal di-
rection requires the operations shown in (6) that needs initially
the multiplication of the input field with the numerator of (6)
which gives a column vector. The second operation requires
the inverse of a large sparse matrix that comes from the de-
nominator operator of the quotient. This process is repeated
several times according to the Pade order i that satisfies con-
vergence. There are basically two ways to perform the inver-
sion of the matrix; either using direct algorithm based on the
Gaussian elimination technique and its enhancements (referred
to in here as direct method) or using iterative algorithms in
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TABLE I
ITERATIVE METHODS USED FOR THE TD-BPM AND THEIR AVERAGE NUMBER
OF ITERATION FOR CONVERGENCE PER PROPAGATIONAL STEP

Iterative Method Abbr. NO’.Of
[terations
BiConjugate Gradients bicg 4
BiConjugate Gradients Stabilized bicgstab 2
Conjugate Gradients Squared cgs 2
Quasi-Minimal Residual qmr 4
Least Squares Isqr 3
Minimum Residual minres 3
Preconditioned Conjugate Gradients pcg 4
Symmetric LQ symmlq 3
Generalized Minimum Residual gmres 4

order to approximate solution using repetitive computation. It-
erative methods use a wide range of techniques that employ suc-
cessive approximations to obtain accurate solutions to a linear
system, such as Az = b, at each step [19], [20]. They are
particularly useful when the matrix involved A is sparse. In
theory, infinite number of iterations might be required to con-
verge to the desired solution. In practice, iteration terminates
when the residual » = ||Az — b||, or some other measure of
error, is as small as desired. There are several iterative methods
such as Jacobi, Gauss-Seidel (GS), Successive Over Relaxation
(SOR) and Conjugate Gradient (CG) developed over a period of
time for different types of matrices [19], [20]. In each of these
methods the matrix needs to be of special type for optimum re-
sults. As for example, Jacobi requires strict diagonal dominant
elements and its convergence is very slow. GS requires the ma-
trix to be symmetric positive definite. SOR and CG is not di-
rectly applicable to non-symmetric or indefinite systems. How-
ever, CG can be generalized to non-symmetric systems by sacri-
ficing one of the key features of this method of short recurrence
and minimum error. Nevertheless, several generalizations have
been developed for solving non-symmetric systems, including
Generalized Minimal Residual Method (GMRES), Quasi-Min-
imal Residual (QMR), Conjugate Gradient Stabilized (CGS),
Biconjugate Gradient (BiCG), and Biconjugate Gradient Stabi-
lized (Bi-CGSTAB). These tend to be less robust and require
more storage than CG, but they can still be very useful for
solving large non-symmetric systems [19], [20]. We have im-
plemented and tested several of these methods (see Table I)
in a numerical investigation test to study the optimum and the
most practical algorithm in terms of computer resources require-
ments, convergence and stability for the integration with the
non-paraxial TD-BPM formulation. It has been observed that
all the techniques used have shown good stability with a few it-
erations for convergence, but with different efficiency levels, as
will be seen later.

IV. RESULTS AND DISCUSSIONS

In order to assess the performance of the iterative
non-paraxial TD-BPM techniques rigorously, the conven-
tional explicit FDTD was also implemented numerically for
2-D problems [4], [5]. For full understanding of the results
given in this section, one has to notice the fundamental similar-
ities and differences between the two techniques at hand. One
of the main differences between the TD-BPM and the FDTD
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is the initial excitation of the input. This difference remains
inherent to both techniques due to their different principal
formulations. First the TD-BPM considers the complete input
pulse profile (transverse spatial and time) right at z = 0,
while the excitation of the input for the FDTD requires special
techniques. In the following analysis, hard source technique at
the edge of the computational window (z = 0) has been used
[4]-[6]. This requires the input pulse to enter gradually from
z = 0 and then propagates toward the positive z direction. This
difference between the two initial excitations creates a concern
in the assessment of the following results. Another important
observation in the subsequent comparative results that should
be noted is the extraction of the envelope of the pulse from the
FDTD results for comparison purposes. A computer program
has been written to determine the position of the envelope of
the pulse out of the oscillatory TD variation of the FDTD data.
This technique adds a hidden background difference when
comparing the TD-BPM and the FDTD results. Other factors
to be mentioned at this point is that most of the time the two
methods use different A¢’s which may add errors to the exact
position of the peak of the pulse and the rest of the envelope
data extracted from the FDTD results. In addition, shifting the
pulse envelope to match each other at the peak also contributes
to the following evaluation assessment.

In this section, the non-paraxial TD-BPM has been imple-
mented to model 2-D problems by considering initially the prop-
agation of pulsed TE polarized optical beam in free space. The
excited initial pulsed beam considered is of the form ¢(z,z =
0,7) = @o(x)G(7), where G(7) is a Gaussian pulsed profile
defined as G(t) = e‘tz/azo, and ¢, () is the transverse spa-
tial profile of the pulsed beam again taken as a Gaussian spatial
function. The parameter o, is the time duration of the initial
pulsed beam profile. In the first example, an initial spatial waist
with w, = 2.0 um, a time pulsewidth of 0,9 = 50 fs and a
wavelength of the carrier frequency of A. = 1.0 m have been
considered. The pulse was propagated using the non-paraxial
TD-BPM along the z direction with a Padé order of m = 2,
a temporal time step size At = 0.8 fs, a propagation step size
Az = 0.5 pm and Az = 0.1 pm. The numerical parameters
used in the FDTD method are: Az = A./80 = 0.0125 um,
At = Az/(2¢,) = 0.02848 fs and Az = 0.1 pm.

Fig. 1 shows comparisons between the TD-BPM and the
FDTD temporal and spatial profiles at two longitudinal dis-
tances. The figure shows the close agreement between the
results of the two techniques where the two curves are indistin-
guishable from each other. One can observe in this simulation
results that Az and At used in the TD-BPM are, respectively,
40 and 28 times larger than their FDTD counterparts.

The second example used to verify the accuracy and the ef-
ficiency of the non-paraxial TD-BPM involves the propagation
of pulsed optical beams in a symmetric GaAs slab waveguide
structure that has a width of 1.0 um. At a central wavelength
of \. = 1.55 um, the core refractive index is n = 3.599255
and n = 3.4 for the surrounding media. The numerical param-
eters used for the FDTD are: Az = A./80 = 0.019375 pm,
Az = 0.1 ym and At = Az/(2¢,) = 0.0323 fs. The initial
pulsed beam is formed using the spatial field of the TE, guided
mode and the temporal pulse of the Gaussian profile. The pulse
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Fig. 1. Comparison between the non-paraxial TD-BPM and the FDTD results
for 2-D homogenous medium implementation. Spatial profiles at (a) z = 20 pm
and (b) z = 40 pm and temporal profiles at (¢) z = 20 gm and (d) z = 40 pm
of the propagated pulse.

field at a propagation distance of z = 100 pm is recorded for the
comparison between the two techniques. In order to fully realize
the following results and due to the relatively large number of
numerical parameters involved to investigate both methods, the
analysis and assessment have been divided into several numer-
ical experiments. Because it is difficult to determine the exact
solution of ultra short pulse propagation in the structure de-
scribed, the FDTD results were considered as references in the
performance tests that follow.

To quantify the differences between the two techniques, sev-
eral measuring parameters have been used. The first parameter
is called the maximum percentage difference of the fields which
is measured as

max(M(t)) x 100, for —

St< )

po| 3
2o

where
M(t) = |EZ )| - |ES )]

T is the total time window and | E (t)| and |E[ (t)| are the am-
plitude of the fields of the TD-BPM and the FDTD, respectively,
taken in the middle of the spatial window. The second param-
eter is the percentage root mean square (rms) difference defined
as

= M(t)dt x 100, for —

<t<
T J 1/

1 (72 T
- 8
2 ®

T
5

The other two parameters used are the percentage peak differ-
ence of the pulse and the Group Velocity Ratio (GVR).

Fig. 2 shows the effect of varying the time step size At of
the TD-BPM on the measuring parameters for the two tech-
niques with an initial pulse duration of 100 fs. In the TD-BPM,
Az = 0.1 pm and a Padé order m = 4 were used, while the
other numerical parameters are similar to those of the FDTD.
The figure illustrates that the choice of high At gives a high
percentage differences; however the TD-BPM never become un-
stable. As At is reduced, the percentage differences decrease.
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Fig.2. The effect of varying the time step size At of the TD-BPM, for an initial
time pulse duration of 100 fs, on (a) the percentage maximum difference, (b) the
percentage root mean square of the difference, (c) the percentage difference at
the peak, and (d) the Group Velocity Ratio (GVR).
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Fig. 3. The same as of Fig. 2, but with an initial pulsewidth of o = 25 fs.
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Fig. 4. Effect of varying the propagation steps size (Az) (left) and the Pade
order m (right) of the TD-BPM on the percentage “rms” difference in compar-
ison with the FDTD for the propagation of different initial pulsed beam dura-
tions Oo.

Fig. 3 shows the measuring parameters as a function of At
for a smaller initial pulse width of o9 = 25 fs. Similar observa-
tions to those of Fig. 2 can be noted. On the other hand, compar-
ison between the two cases show that as the initial pulsewidth in-
creases the required time steps size can be relaxed considerably.
It is to be noted that the time step size of TD-BPM is around 62
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Fig. 5. Computer computational time of the FDTD and the TD-BPM using direct and different iterative techniques for 25 fs (a) and (c) and 100 fs (b) and (d)
pulsed beams as a function of device length distance z for different transverse spatial step size Ax. (a) and (b) for Az = 0.1 pm; (c) and (d) for Az = 0.05 pm.
Symbols: * FDTD; o TD-BPM (Direct); 1 TD-BPM (iterative-qmr); X TD-BPM (iterative-cgs); A TD-BPM (iterative-lsqr); ¢ FDTD (Moving Window).

and 23 times larger than the FDTD step size when oo = 100 fs
at At = 2fsand 0,9 = 25 fs at At = 0.75 fs respectively, with
relatively small percentage difference compared to the FDTD
results.

Fig. 4 shows the effect of varying the propagation step size
Az and the Pade order m on the percentage “rms” difference
between the two techniques for different initial temporal pulse
widths. For the TD-BPM results, when Az was varied in Fig. 4
(left), a Padé order m = 4 and time step sizes of At = 0.4 fs, 0.8
fs and 1.25 fs for 25 fs, 50 fs and 100 fs pulse were used respec-
tively. Along the same line, when the Pade order m was varied
in Fig. 4 (right), Az = 0.1 um and time step size At = 0.4 fs
and 1.25 fs for 25 fs and 100 fs pulse, respectively were used;
while the other numerical parameters are similar to those of the
FDTD. These numerical values were chosen such that the mea-
suring parameters percentage difference, discussed in Figs. 2
and 3, are kept at their lowest level. Fig. 4 shows the insensitivity
of changing the longitudinal step size Az on the stability of the
methods, which is a general characteristic of most implicit tech-
niques. The figure also shows that Az can be increased to around
100-157 times (Az = 2-3 pm) those of the FDTD for an initial
pulse widths of o9 = 100 fs and 50 fs, respectively, whereas it
can be increased to 52 times of the FDTD step size for an initial
pulsewidth of 25 fs (Az = 1 um) with little change in the per-
centage difference. From the same figure one can also notice that
the “rms” percentage difference remains relatively unchanged
with the variation of the Padé order m, where a Padé order of 2
is sufficient for convergence for ultra short pulse propagation of
both cases. It is also noted that the “rms” percentage difference
reduces by around 0.5% whenever the temporal pulsewidth in-
creases from 25 fs to 100 fs. It is worth to mention that an optical
pulse with a 100 fs temporal width has relatively slower enve-
lope variation in comparison with the 25 fs pulse. One may con-
clude from the previous analysis that the temporal step size is

one of the most important numerical parameter for proper con-
vergence of the non-paraxial TD-BPM in the case of ultra short
pulse propagation. However, in this case the time step size is
not directly linked to the other numerical parameters used espe-
cially the stability issue as compared with the classical FDTD.

In order to fully explore the numerical feature of the itera-
tive TD-BPM techniques, it is also necessary to examine the
numerical computational resources required along device inter-
action. First, Table I shows a list of the iterative methods used
in the GaAs waveguide example described. The table shows the
average number of iterations needed per propagation step for a
residual of 1076, The table shows that their convergence which
ranges between 2 to 4 iterations per propagation step with a
maximum field difference of 10~* as compared to the direct
method. One feature that has been noticed is their robust sta-
bility for various numerical parameters and distances, but with
variation in the total computational time. In the following anal-
ysis, only three of the most optimum iterative methods used in
the TD-BPM implementations along with the direct solver have
been shown.

Fig. 5 shows the total computational time of the non-paraxial
TD-BPM using direct and some of the iterative techniques for
25 fs and 100 fs pulsed beams as a function of device length
distance z for different transverse spatial step size Axz. A Padé
order of m = 4, a propagation step size of Az = 0.1 pm, with
time steps of At = 1.0 fs for 0,90 = 25 fs and At = 2.5 fs
for 0,9 = 100 fs were used. The figure also shows the explicit
FDTD computational time in addition to the FDTD when the
spatial frame is moved with the group velocity to follow the
interaction of the pulse along the z direction and it is referred
to as the moving window FDTD (FDTD-MW).

For many dielectric waveguide problems, such as the one in
this example, it is difficult to know the group velocity in ad-
vance. Therefore, a dynamical numerical mechanism has been
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Fig. 6. Computer memory requirements for the FDTD, the TD-BPM and the FDTD-MW for 25 fs (a) and (c) and 100 fs (b) and (d) pulsed beams as a function
of device length distance = for different transverse spatial step size Ax. (a) and (b) for Az = 0.1 pm; (c) and (d) for Az = 0.05 pm.

built to calculate the group velocity of the pulsed beam from
the velocity of the pulse peak and then the spatial window was
moved accordingly. This technique was also used for the move-
ment of the time window of the TD-BPM as discussed earlier.
It is worth mentioning at this point that the FDTD-MW gives
frequent numerical instability when moving the spatial frame
of the problem. This instability comes from the fast oscillation
of the carrier frequency that makes the determination of the
correct peak of the pulse a difficult task. If the group velocity
cannot be determined accurately, then the movement of the spa-
tial window becomes complicated during the course of propaga-
tion. The results for the FDTD-MW shown in Figs. 5 and 6 have
been achieved after several numerical challenges using different
techniques to stabilize the results, in which it was observed that
these methods do not work for long device interaction. The same
numerical parameters described before were used for the two
FDTD techniques.

From Fig. 5, one can notice that the iterative TD-BPM tech-
niques and the FDTD-MW generally have faster computational
time compared to the classical FDTD and the direct TD-BPM
for 25 fs initial pulse width. The FDTD computational time in-
creases nonlinear with the device length, while the TD-BPM
changes linearly with the device length. On the other hand, for
100 fs initial pulse width, the iterative TD-BPM techniques have
similar computational time and they all have better performance
with the increase of z as compared to the FDTD, the MW-FDTD
and the direct TD-BPM. Fig. 6 shows the corresponding com-
puter memory requirement of the FDTD, the FDTD-MW and
the TD-BPM for 25 fs and 100 fs pulsed beams as a function
of device length distance z for different transverse spatial step

size Az. It is to be mentioned that the direct and the iterative
TD-BPM techniques discussed require almost the same com-
puter memory space. The figure shows that memory require-
ment by the FDTD increases linearly with the size of the device,
while it remains constant in the case of the TD-BPM and the
FDTD-MW due to the moving window concept. In addition and
despite the stability problem of the FDTD-MW discussed, com-
parison between the TD-BPM and the FDTD-MW in terms of
computer memory requirements shows that the TD-BPM is al-
ways much better as compared to the FDTD-MW. For example,
the FDTD-MW requires around 14 and 68 times more computer
memory than the TD-BPM for o4y = 25 fs and 049 = 100 fs,
respectively, for the case of Az = 0.1 um. While, for example
at z = 100 pm, the FDTD consumes around 38 and 107 times
more computer memory than the TD-BPM for o,y = 25 fs and
oo = 100 fs, respectively, for the case of Az = 0.1 pym.

Finally, all above implementations were performed using an
Intel core 15 750 with 2.67 GHz Processor.

V. CONCLUSION

In this work, the non-paraxial Time Domain Beam Propaga-
tion Method (TD-BPM) to model ultra short pulse propagation
in dielectric waveguides using a number of iterative numerical
techniques have been implemented and analyzed. The method
relies on unidirectional pulse propagation that allows the time
window to move and follow the interaction of pulses along
the direction of propagation. The Pade approximant has been
used effectively to overcome the paraxial limit for ultra short
pulse durations. The method was tested rigorously along with
the classical FDTD. It was observed that the iterative TD-BPM
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techniques are very stable and accurate. Both the longitudinal
and the temporal steps sizes can be a number of orders of
magnitude larger than the FDTD step sizes. Computer perfor-
mance tests showed that the TD-BPM is more efficient than the
FDTD in terms of computer time and memory requirements for
unidirectional long device interaction. In addition, the moving
window FDTD-MW has been implemented for efficiency
comparison purposes by moving the spatial coordinate of the
FDTD. Comparison between the TD-BPM and the FDTD-MW
showed that the TD-BPM has much better usage of computer
memory. It was found that it is difficult to implement the
FDTD-MW due to the numerical instability in determining the
exact group velocity which is necessary to move the spatial
window dynamically. Therefore, it is concluded that the itera-
tive TD-BPM is efficient in the analysis of short and ultra short
pulse propagation in long device structures.
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