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Abstract—Spectrum is one of the most precious radio resources. With the increasing demand for wireless communication, efficiently

using the spectrum resource has become an essential issue. With the Federal Communications Commission’s (FCC) spectrum policy

reform, secondary spectrum sharing has gained increasing interest. One of the policy reforms introduces the concept of an

interference temperature—the total allowable interference in a spectral band. This means that secondary users can use different

transmit powers as long as the sum of these power is less than the interference threshold. In this paper, we study two problems in

secondary spectrum access with minimum signal to interference noise ratio (quality of service (QoS)) guarantee under an interference

temperature constraint. First, when all the secondary links can be supported, a nonlinear optimization problem with the objective to

maximize the total transmitting rate of the secondary users is formulated. The nonlinear optimization is solved efficiently using

geometric programming techniques. The second problem we address is, when not all the secondary links can be supported with their

QoS requirement, it is desirable to have the spectrum access opportunity proportional to the user priority if they belong to different

priority classes. In this context, we formulate an operator problem which takes the priority issues into consideration. To solve this

problem, first, we propose a centralized reduced complexity search algorithm to find the optimal solution. Then, in order to solve this

problem distributively, we define a secondary spectrum sharing potential game. The Nash equilibria of this potential game are

investigated. The efficiency of the Nash equilibria solutions are characterized. It is shown that distributed sequential play and an

algorithm based on stochastic learning attain the equilibrium solutions. Finally, the performances are examined through simulations.

Index Terms—Wireless communication, access schemes, constrained optimization, mobile communication systems.

Ç

1 INTRODUCTION

ENHANCING spectrum efficiency is an important task of
regulatory authorities worldwide. A number of experi-

mental studies [1] show that spectrum is used inefficiently
both in space and time. Low utilization and increased
demand for the radio resource suggests the notion of
secondary use, which allows unused parts of spectrum
owned by the primary license holder to become available
temporarily for secondary (nonprimary) users. The dy-
namic access of spectrum by secondary users is one of the
promising ideas that can mitigate unsatisfied spectrum
demand, potentially without major changes to incumbents.
The wireless device measures RF energy in the channel or
the received signal strength indicator to determine whether
the channel is idle or not, but this approach has a problem
in that wireless devices can only sense the presence of a
primary if and only if the energy detected is above a certain
threshold. It is true that one cannot arbitrary lower the
threshold, as this would result in nondetection because of
the presence of noise. In the feature detection approach,
which has been used in the military to detect the presence of
weak signals [2], the wireless device uses cyclostationary
signal processing to detect the presence of primaries. If a

signal exhibits strong cyclostationary properties, it can be
detected at very low signal-to-noise ratios (SNR) [3]. Then,
the question is how to share the available spectrum
efficiently and fairly.

The FCC Spectrum Policy Task Force [4] has recom-
mended a paradigm shift in interference assessment; that is,
a shift away from largely fixed operations in the transmitter
and toward real-time interactions between the transmitter
and receiver in an adaptive manner. The recommendation
is based on a new metric called the interference temperature,
which is intended to quantify and manage the sources of
interference in a radio environment. The interference
temperature is defined to be the RF power measured at a
receiving antenna per unit bandwidth. The key idea for this
new metric is that, first, the interference temperature at a
receiving antenna provides an accurate measure for the
acceptable level of RF interference in the frequency band of
interest; any transmission in that band is considered to be
“harmful” if it would increase the noise floor above the
interference temperature threshold as shown in Fig. 1.
Second, given a particular frequency band in which the
interference temperature is not exceeded, that band could
be made available to secondary users. Hence, a secondary
device might attempt to coexist with the primary, such that
the presence of secondary devices goes unnoticed.

Related work on secondary use of radio spectrum has
appeared in [5], [6], [7], [8], [9]. Here, we consider a scenario
similar to [9], where secondary users wish to use a local,
relatively short-term data service, and all users adopt a
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spread spectrum signaling format, in which the transmitted
power is evenly spread across the entire available band
controlled by the manager. A practical realization of this
model would be when secondary users (with spread
spectrum signaling) and a primary direct-sequence CDMA
(DS-CDMA) system coexist in the up-link spectrum band of
the primary DS-CDMA system. In the uplink, the inter-
ference temperature can be measured at the base station,
which is the receiver of the primary system. Hence, the
number of measuring points can be significantly reduced.
But, of course, our proposed secondary access is definitely
not limited to this scenario. The spectrum can be a TV
broadcast band, or other emergency band, where the
primary transmission will not contribute to the interference
temperature. In [9], auction mechanisms for allocating the
received power are studied. The logarithmic utilities which
are a function of the received Signal-to-Interference Ratio
(SIR) are maximized under the constraint of interference
temperature. But, without any constraint on the minimum
received SIR or maximum transmitting power for the
secondary users, the auction-based mechanisms may lead
to inefficient solutions. The received SIR for some second-
ary links may become too low and energy wastage due to
several retransmissions will cause interference to other
links. It is also possible that the required transmit power for
the secondary user may exceed the maximum available
transmitting power for the secondary users. An alternative
choice would be to completely switch off some of the
secondary links when all the secondary users cannot be
supported by the system by coordinated control. In this
way, the active secondary links are provisioned with QoS in
the sense of a guaranteed minimum achievable SIR, and
those links switched off at this time period can be awakened
when it can be supported with its minimum required SIR.

In our formulation, we take these factors into considera-
tion. We first propose a centralized solution which is a
logarithmic utility maximization with constraints. This
nonconvex optimization problem can be transformed into
a convex optimization, which can be solved by geometric
programming efficiently [10], [11].

In this paper, when not all the secondary links can be
supported with their minimum SIR requirement, it is
desirable to have the spectrum access opportunity propor-
tional to the user priority if they belong to different priority
classes. We formulated an operator problem which max-
imizes the operator revenue. To solve this problem, a
centralized reduced complexity searching algorithm is
introduced to find the optimal subset of allowable links.
Because of the nature of secondary access, distributive

algorithms would be desirable. First, we define a secondary
spectrum sharing potential game which takes priority
classes into consideration, then we propose a sequential
play solution which converges to the Nash equilibrium
(NE) of the game. Operating at the NE will guarantee that
the received power at the measuring point will not exceed
the interference temperature constraint and the target SIR
for each active link is guaranteed. Besides that, different
secondary users with different accessing priorities will
have different accessing opportunities with our proposed
method. We note that sequential play requires significant
information and signalling to operate. To mitigate this
drawback, we formulated a stochastic learning automata
algorithm, where asynchronous updating is permitted and
only local information is needed to complete the prob-
ability update.

2 SECONDARY SPECTRUM SHARING MODEL

Spectrum with bandwidth W is to be shared among M
spread spectrum users, where a user refers to a transmitter
and an intended receiver pair. For each i, the received SIR is
given by

�i ¼
yihii

1
L ð
P

j 6¼i yjhjiÞ þ �2
; ð1Þ

where L is the normalized spreading sequence length, yi is
user i’s transmission power, hij is the channel gain from
user i’s transmitter to user j’s receiver, and �2 is the
background noise power that is assumed to be the same for
all users. In order to satisfy an interference temperature
constraint, the total received power at a specified measure-
ment point must satisfy

XM
i¼1

yihi0 � B; ð2Þ

where hi0 is the channel gain from user i’s transmitter to
the measurement point and B > 0 is a predefined thresh-
old. We assume that all the secondary users adopt a
spread spectrum signaling format in which the transmitted
power is evenly spread across the entire available band.
This allows efficient multiplexing of data streams from
different sources corresponding to different applications
and reduces the combined power-bandwidth allocation
problem to a received power allocation problem. Hence,
the interference temperature constraint is translated to a
total received power threshold B at the measuring point.
The system model is shown in Fig. 2.

The model considers only a single measurement point. In
practice, it needs to be ensured that the interference
temperature is not exceeded at any of the primary receivers.
A single measurement point cannot ensure this, but our
model can be easily extended to scenario where multiple
measuring points exist. Under this scenario, multiple
interference temperature constraints (Bs) should all be
satisfied simultaneously. If a single measurement point is
used, the interference temperature limit at this point must be
set by a sufficiently large margin lower than the interference
temperature actually tolerable by the incumbent receivers.
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licensed transmitter as a function of distance. The spectrum agile radio

has opportunities represented by the right-hand side box.
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Depending on the propagation environment, the required

margin can be 10s of dB.

3 CONVEX OPTIMIZATION AND GEOMETRIC

PROGRAMMING

Convex optimization refers to minimizing a convex

objective function over convex constraint sets. We will use

a particular type of convex optimization in the form of

geometric program [10].
A monomial is a function f : <n ! <, where the domain

contains all real vectors with nonnegative components:

fðxÞ ¼ cxa1
1 x

a2
2 � � �xann ; c � 0; and ai 2 <: ð3Þ

A posynomial is a sum of monomials

fðxÞ ¼
X
k

ckx
a1k

1 xa2k

2 � � �xankn : ð4Þ

Posynomials are closed under addition, multiplication,

and nonnegative scaling. Monomials are closed under

multiplication and division. If a posynomial is multiplied

by a monomial, the result is a posynomial; similarly, a

posynomial can be divided by a monomial, with the result a

posynomial.
A geometric program is an optimization of the form

minimize f0ðxÞ
subject to fiðxÞ � 1

hjðxÞ ¼ 1;

ð5Þ

where f0 and fi are posynomials and hj are monomials.

Geometric programs are not (in general) convex optimiza-

tion problems, but they can be transformed into convex

problems by a change of variables and a transformation of

the objective and constraint functions. With a change of

variables, yi ¼ logxi and bik ¼ log cik, we can put it into

convex form:

minimize ~f0ðyÞ ¼ log
X

k
ea

T
0k
yþb0k

� �
subject to ~fiðyÞ ¼ log

X
k
ea

T
ikyþbik

� �
� 0

~hiðyÞ ¼ aTj yþ bj ¼ 0:

ð6Þ

Since the functions ~fi are convex and ~hi are affine, this

problem is a convex optimization problem.
Convex optimization problems can be solved globally

and efficiently through the interior point primal dual

method [10], with polynomial running times that are
Oð

ffiffiffiffiffi
N
p
Þ, where N is the size of the problem.

4 SOCIAL OPTIMIZATION UNDER INTERFERENCE

TEMPERATURE CONSTRAINT

Secondary user i’s valuation of the spectrum is character-
ized by a utility við�iÞ, where �i is the received SIR at user i’s
receiver. Similar to the logarithm in Shannon’s formula, we
define the logarithmic utility við�iÞ ¼ lnð�iÞ. This utility
function captures the user’s desire for s higher data
transmitting rate. With energy consumption and QoS
provision considerations, each secondary link has a mini-
mum SIR constraint �ti . Let � ¼ f1; 2; . . . ;Mg be the set of
transmitter and receiver link pairs and let each transmitter’s
available transmitting power be yi 2 ð0; ymaxi �; 8i.

We can formulate the social rate optimization problem
with QoS and interference temperature constraints as
follows:

maximize
X

i
við�iÞ

subject to

SIRi � �ti 8iX
i
hi0yi � B

yi > 0 8i
yi � ymaxi 8i:

ð7Þ

Maximizing
P

i lnð�iÞ is equivalent to maximizing ln
Q

i �i,
which is then equivalent to minimizing

Q
i

1
�i

. Note that the
objection function is posynomial and the constraints can
also be transformed into posynomial and monomial forms.
So, this optimization problem is a convex optimization in
geometric program form and can be solved globally and
efficiently.

We can define a normalized link gain matrix A with

entries
hij
hii

for i 6¼ j and 0 for i ¼ j, and let H ¼ �tA, the

normalized noise vector � such that �i ¼ n0

hii
, and vector c

with ci ¼ hi0. Further, we define ymax ¼ ðymax1 ; . . . ; ymaxM Þ.
Theorem 1. I f �ðHÞ < 1, ðI �HÞ�1�t� � ymax, and
ðI �HÞ�1�t�c � B, then there exists power vector y� > 0,
which satisfies the above described optimization problem.

Proof. The dominant (largest) eigenvalue of the matrix H,
denoted by �ðHÞ, is less than one ð�ðHÞ < 1Þ and ðI �
HÞ�1�t� � ymax implies that there exists a positive power
vector ~y ¼ ðI �HÞ�1�t� which satisfies the SIR bound
and the maximum transmitting power constraints. If,
further, ~yc < B, each user can increase their power by a
factor of B=

P
i yihi0, which increases the SIR for every

user and, hence, will increase the objective function so
we can always find another ~y � y� � ymax which will
satisfy the SIR constraints, make the total received power
constraint tighter, and maximize the objective function.tu

With the total received power constraint B at the
measuring point and the QoS constraint, there are some cases
when not all the secondary links can achieve their minimum
SIR requirement, which raises the problem of system
feasibility. Theorem 1 gives the condition under which there
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Fig. 2. System model for M transmitter-receiver pairs.
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will be a feasible power allocation for the secondary users.
When the feasibility condition is not satisfied, only a subset of
the secondary links can be accommodated. Then, depending
on the goal of optimization, the spectrum accessing process
will be different. If the goal is still to maximize the total utility
which is proportional to the total transmitting rate, the
strategy would be to exhaust all the possible active link
combinations and then check the feasibility condition and
conducting optimization (7) to find the optimal feasible link
set and the power allocation. An alternative accessing process
that is more fair would be to maximize the number of active
secondary links with QoS and interference temperature
constraints, which was addressed in [17].

5 OPERATOR PROBLEM WITH DIFFERENT

PRIORITY CLASSES

If different users have different contracts defining different
priorities or throughput than is perfectly fair, then the
operator should provide different throughput for such
users. In this case, secondary links, depending on their
willingness to pay, belong to L priority classes. Let ai be the
priority parameter for link i. The operator problem is then
to maximize the network revenue.

[Operator Problem]:

max
X

i2ði:xi¼1Þ ai:

subject to

SIRi � �ti 8i 2 ði : xi ¼ 1ÞX
i
hi0yi � B 8i 2 ði : xi ¼ 1Þ

yi > 0 8i 2 ði : xi ¼ 1Þ
yi � ymaxi 8i 2 ði : xi ¼ 1Þ;

ð8Þ

where xi is a collection of binary variables and xi ¼ 1 means
the ith link transmits; otherwise, xi ¼ 0. By maximizing this
revenue, secondary users who pay more will get accessing
priority over those who pay less. We model the relation
between the price pi a user paid and the priority parameter
ai as follows:

ai ¼ p�i ; ð9Þ

where 0 � � � 1 is an operator designable parameter. Small
� corresponds to putting more emphasis on system capacity
(number of active secondary links), while large � corre-
sponds to putting more emphasis on guaranteeing service
to the user paying higher price. Specifically, � ¼ 0 corre-
sponds to the problem of maximizing the number of active
secondary links (capacity).

6 OPTIMAL SUPPORTED LINK SUBSET SEARCHING

It can be proved that the operator problem is NP complete
through the steps similar to [16]. In order to reduce the
search space and, hence, reduce, the complexity of search-
ing for the optimal supported link subset, we first
characterize some properties of the supported link subset.

We say that a power vector y supports all transmitters at
a SIR target �t if and only if

y � �tðAyþ �Þ: ð10Þ

That is, each receiver i has a SIR �i � �ti . To compute a

power vector that satisfies (10) in a distributed fashion, we

describe a distributed constrained power control (DCPC)

algorithm.

Suppose the power adjustment made by the ith terminal

at the nth time instant according to the DCPC is given by

yiðnÞ ¼ min ymax; �t
yiðn� 1Þ
�iðn� 1Þ

� �
¼

min ymax; �t �i þ
X

j2�
yjðn� 1Þhji

hii

� �� �
; 1 � i �M:

ð11Þ

It has been shown in [15] that, for any given �t, DCPC

converges to a unique positive power vector determined by

the fixed point solution to

y ¼ minfymax; �tðAyþ �Þg: ð12Þ

A power vector y which satisfies the fixed point equations

in (12) will be referred to as the stationary power vector.

When all transmitters can be supported, DCPC converges to

the fixed point solution given by

y ¼ �tðAyþ �Þ: ð13Þ

For every subset of transmitters �0 � �, let y�0 denote

the stationary power vector of a system which consists only

of the set �0. Also, let S�0
be the subset of transmitters

which are supported (at �t) under the stationary power

vector y�0 (i.e., in a system where DCPC runs only with the

set of transmitters �0). Also, let �S denote the complement of

set S, and let

y
�=�0

i ¼ y�
i ; if i 2 �0

0; otherwise:

�
ð14Þ

Theorem 2. For a link set �0 � �, if the secondary link system

with DCPC consisting of link set �0 is infeasible, the system

consisting of set � will also be infeasible.

Proof. Consider two cases:

1. i 2 �0 is in the nonsupported set �S�0
.

2. �S�0
¼ �, i.e., all the links in �0 are supported, butP

i2�0
hi0y

�0
i > B.

For Case 1,

yi ¼ ymax; 8i 2 �S�0
:

Thus, from the fact that the hij’s are nonnegative and

Lemma 2 in [16], which states that y�0 � y�=�0 (which

comes from the fact that using DCPC with an initial

power vector y�=�0 results in a nonincreasing powers

sequence which converges to y�0 ),

y�
i � ymax ¼ y

�0

i < �t �i þ
X
j2�0

hji
hii

y�0

j

 !

� �t �i þ
X
j2�

hji
hii

y�
j

 !
:

ð15Þ

Thus, i is also in the nonsupported set �S�.
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For Case 2, because we have y�0 � y�=�0 ,X
i2�

hi0y
�
i >

X
i2�0

hi0y
�0

i > B;

i.e., the interference temperature bound B is violated. tu
Theorem 2 establishes that the tree pruning algorithm

[18], which will be described following, is valid for our
scenario. Thus, the search for an optimal supported subset
of links can be confined to a smaller searching space. This
optimization needs all the system information, including all
the link gains and the number of secondary links, to
conduct the calculation. Therefore, a centralized controller
is needed to coordinate the access process.

The tree pruning algorithm is described below in
Algorithm 1, where each secondary link is identified by a
unique number; M is the total number of secondary link
pairs. In the Satisfy procedure, both the interference
temperature and the SIR constraints are examined, while
set Ffinal contains all the candidate sublink sets. Then, the
operator problem described in (8) is transferred to the
following problem:

argmax
k

X
i2FfinalðkÞ

ai: ð16Þ

An instance of the tree pruning algorithm on a seven
edge (seven secondary link pairs) example network (Fig. 3)
is given in Fig. 4. Initially, every edge in the family is
allocated a unique subset. Thus, the initial family comprises
as many subsets as the number of edges. For the given
example, the initial family is {{1} {2} {3} {4} {5} {6} {7}}. In the
next and the following rounds, two fundamental operations
take place. The first operation is expansion, where each of
the subsets in the family is expanded by including one more
unique edge. The uniqueness is in the sense that only edges
that have no vertex in common with any of the other edges
of the set to be extended are added. This is because it is
assumed that a user cannot transmit to nor receive from two
other users at the same time. This issue is included in the
Satisfy() routine. For the given example, the family after first
expansion is {{1,3} {1,4} {1,5} {2,4} {2,5} {2,6} {3,5} {3,6} {3,7}
{4,6} {6,7} {1} {2} {3} {4} {5} {6} {7}}. The second operation is
pruning, where the subsets which are in-turn subsets of
larger sets are eliminated from the family. For the given
example, the family after first pruning is {{1,3} {1,4} {1,5}
{2,4} {2,5} {2,6} {3,5} {3,6} {3,7} {4,6} {6,7}}. These two
operations are performed iteratively until expansion stops.
For the given example, the final family is {{1,3,5} {1,4} {2,5}
{2,4,6} {3,5} {3,6,7} {4,6} {5} {6,7} {7}}.

Algorithm 1 Tree Pruning

1: i ¼ 1

2: Fi ¼ ff1g f2g . . . fMgg

3: Fiþ1 ¼ Extend� FamilyðFiÞ
4: while Fiþ1 6¼ � do

5: 8fi 2 Fi;Ffinal
i ¼ ffi : fi 6� Fiþ1ðkÞ; 8kg

6: i ¼ iþ 1

7: Fiþ1 ¼ Extend� FamilyðFiÞ
8: end while

9: Ffinal ¼
S
i F

final
i

procedure Fext ¼ Extend� FamilyðForigÞ
1: Fext ¼ f�g
2: for i ¼ 1 : lengthðForigÞ do

3: for j ¼ Forigði; jForigðiÞjÞ þ 1 : M do

4: if SatisfyðfForigðiÞjgÞ then

5: Fext ¼ Fext [ fForigðiÞjg
6: end if

7: end for

8: end for

7 POTENTIAL GAMES AND SECONDARY

SPECTRUM SHARING

The optimal (centralized) search algorithm described in the
previous section gives us the best performance. However,
the nature of secondary spectrum sharing is temporary and
distributed, a practical secondary spectrum sharing scheme
must be distributed. In this section, we develop such a
distributed algorithm to solve the operator problem
discussed before. This distributed process is composed of
two phases. The coordination phase controls the optimal set
of active secondary links which can access the spectrum and
the power control phase is to allocate transmit power to
support the minimum target link SIR �ti given the set of
active links.

7.1 Distributed Power Control

Power control plays an important role in dynamic spectrum
sharing. Here, secondary nodes maintain their power levels
so that the sum of the interference caused by them in a band
is below the interference threshold. This allows underlay
transmission, thereby maintaining coexistence between
primary and secondary users. Clearly, power control in
the dynamic spectrum access scenarios has to be distribu-
tive in nature. Power control reduces the transmitted power
and, hence, the power spectrum density at the measuring
point. This improves the efficiency of the spectrum sharing.
Besides, power control also reduces the internal interference
of the secondary spectrum sharing networks.

When there are M active links, we use the standard
DCPC (11) to allocate the transmitting power. This DCPC
will make the received SIR converge to the target SIR �ti
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distributively except for cases where maximum transmit-
ting power ymaxi is reached.

7.2 Potential Games

Suppose there are M transmitter and receiver link pairs
competing for the secondary spectrum access opportunities.
Let k be a time (iteration) counter and NðxðkÞÞ be the
aggregate received power at the measuring point at time k
given by

NðxðkÞÞ ¼
XM
i¼1

yiðkÞhi0xiðkÞ: ð17Þ

In order to maximize the network revenue while keeping
the aggregated received power at the measuring point
under the interference threshold, we define the utility
function uiðxÞ shown in Fig. 5 for each link pair as follows:

uiðxÞ ¼P
j2ðj:xj¼1Þ aj

3
P

j
aj
þ 2

3 ; NðxðkÞÞ < B;minj2ðj:xj¼1Þ �j > �t

B
3NðxðkÞÞ þ 1

3 ; NðxðkÞÞ � B;minj2ðj:xj¼1Þ �j > �t

minj2j:xj¼1Þ �j

3�t ; minj2ðj:xj¼1Þ �j < �t:

8>>>>><
>>>>>:

ð18Þ

In the secondary spectrum sharing game, each user
maximizes its utility function uiðxðkÞÞ by its choice of being
active or not. By maximizing this utility function, the
system will reach an operating point where the network
revenue is maximized while satisfying QoS and interference
temperature constraints. To emphasize that the ith user has
control only over its own choice, we use an alternative
notation uiðxi;x�iÞ, where x�i denotes the vector consisting
of elements of x other than the ith element, and after each
changing of the active link set, the DCPC will be activated
to allocate the transmitting power.

Proposition 1. The secondary spectrum sharing game is a
potential game and has a pure strategy (deterministic)
equilibrium.

This proposition comes from the fact that we can define a
potential function � ¼ uðxÞ which satisfies 4� ¼ 4uiðxÞ.

Hence, we can start from an arbitrary deterministic strategy
vector x, and at each step, one player increases its utility.
That means that, at each step, � is increased identically.
Since � can accept a finite amount of values, it will
eventually reach a local maxima. At this point, no player
can achieve any improvement, and we reach a Nash
equilibrium (NE). A practical method to achieve the NE
would be to use sequential play where each player
maximizes its own utility function sequentially while other
players’ strategies are fixed.

To achieve this sequential play, a simple random access
scheme similar to [22] can be introduced where each user
makes the update with probability Pa ¼ 1=N . More speci-
fically, at the beginning of each time slot, each user flips a
coin with probability Pa and, if successful, makes a new
decision based on the current values for the utility function
value; otherwise, the user takes no new action. This scheme
ensures that, on average, exactly one user makes decisions
at a time, but of course has a nonzero probability that two or
more users take actions simultaneously. But, as reported in
[22], this will not destroy the potential function’s upward
monotonic trend. Of course, one way to reduce the collision
would be to decrease Pa, but this will also decrease the
convergence speed.

Theorem 3. The sequential play will never converge to a solution
where the total received power at the measuring point exceeds
the interference temperature bound.

Proof. Suppose x0 is a Nash equilibrium solution of the
game and suppose, at this point, Nðx0Þ > B. Then, by the
definition of the utility function (18), we know that one of
the link pairs with xi ¼ 1 can always increase its payoff
uiðxi;x0

�iÞ by changing its strategy to xi ¼ 0; hence, this
point x0 can never be a Nash equilibrium. We know that
the sequential play will never converge to a point which
is not a Nash equilibrium. Hence, the above theorem. tu

Theorem 4. The sequential play will always converge to a
solution where all the active links are supported with their
target SIR.

Proof. Similar to the previous proof, suppose x0 is a Nash
equilibrium solution of the game and, at this point, let
�i < �t. Then, by the definition of the utility function (18),
the link j ¼ arg minj2ðj:xj¼1Þ �j can always increase its
payoff by changing its strategy to xj ¼ 0; hence, this
point x0 can never be a Nash equilibrium. tu

To characterize the efficiency of the Nash equilibrium
point achieved by the sequential play, let xo be the Nash
equilibrium strategy profile. This point has the property
that either

min
j2ðj:xoj¼0Þ

Nðxj ¼ 1;xo�jÞ > B; ð19Þ

which means, at the Nash equilibrium point, if any single
secondary link j with xj ¼ 0 changes its choice to xj ¼ 1
unilaterally, the total received power at the measuring point
would exceed the interference temperature threshold B or,
if adding one more link, some of the active links will not
achieve their target SIR. We note that multiple Nash
equilibria may exist in this game. Finally, sequential play
does not allow asynchronous updates by individual users.
This may cause signaling and other overhead. To overcome
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Fig. 5. Utility function uiðNðxÞÞ.
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this issue, we consider a stochastic learning-based distrib-
uted solution that is described next.

7.3 Learning Automata

The stochastic learning technique has been successfully
used in wireless packet networks for online prediction,
tracking, and discrete power control [19], [20]. It is shown to
be computationally simple and efficient. The learning
algorithm determines probabilistic strategies for players
by considering the history of play. The probability updating
algorithm used by each of the user is as given below:

1. Set the initial probability pið0Þ.
2. At every time step k, the ith user chooses xiðkÞ ¼

1 or 0 (to transmit or not) according to its action
probability pi.

3. After the distributed power control (DCPC) phase,
each player obtains a feedback uiðxðkÞÞ based on the
set of all actions x.

4. Each player ðiÞ updates its action probability
according to the rule:

piðkþ 1Þ ¼ piðkÞ þ buiðkÞð1� piðkÞÞ xðkÞ ¼ 1

piðkþ 1Þ ¼ piðkÞ � buiðkÞpiðkÞ xðkÞ ¼ 0;

ð20Þ

where 0 < b < 1 is the step size and uiðkÞ is utility
function which lies in the interval (0,1).

5. If pi converges, stop. Otherwise, go to Step 2.

The probabilistic update used in (20) is a stochastic
learning automata updating known as linear reward-
inaction ðLR�IÞ [12].

To characterize the proposed learning automata algo-
rithm, we first define the expected payoff for player i as gi,
given by

giðp1; . . . ; pMÞ ¼ E½ui j jth player employs strategy

pj; 1 � j �M� ¼
X

x1;...;xM

uiðx1; . . . ; xMÞ
YM
s¼1

psxs ;
ð21Þ

where psxs ¼ ps if xs ¼ 1 and psxs ¼ 1� ps if xs ¼ 0.

Definition 1. The N-tuple of strategies ðpo1; . . . ; poMÞ is said to be
a Nash equilibrium, if, for each i, 1 � i �M, we have

giðpo1; . . . ; poi�1; p
o
i ; p

o
iþ1; . . . ; poMÞ

� giðpo1; . . . ; poi�1; pi; p
o
iþ1; . . . ; poMÞ 8pi 2 ½0; 1�:

ð22Þ

In general, each poi above will be a mixed strategy and we
refer to ðpo1; . . . ; poMÞ satisfying (22) as a Nash equilibrium in
mixed strategies. A Nash equilibrium is said to be in pure
strategies if ðpo1; . . . ; poMÞ is a Nash equilibrium with each poi
being either 0 or 1. Nash equilibrium is a profile of
strategies such that each player strategy is an optimal
response to the other players’ strategies.

Theorem 5. The proposed learning automata algorithm con-
verges to one of the Nash equilibria of the game.

Proof. For any choice of pure strategies, payoffs are the
same for all players (users), i.e.,

uiðxÞ ¼ ujðxÞ; 8i; j 2M; 8x 2 f0; 1gM:

So, we identify this game as a coordination game where
at least one Nash equilibrium in pure strategies exists.
And further, at least one Nash equilibrium must be
Pareto efficient. When considering a game with common
payoff, under the LR�I learning algorithm, the automata
team converges to one of the Nash equilibria [13]. tu

Theorem 6. The proposed learning automata algorithm will
never converge to a point where the total received power at the
measuring point exceeds the interference temperature bound.

Theorem 7. The proposed learning automata algorithm will
always converge to a point where all the active links are
supported with their target SIR.

These two theorems can be proved through the same
argument as Theorem 3 and Theorem 4 with the fact that it
is known that the stochastic learning algorithm with
common payoff games always converges to a pure strategy
rather than to a mixed strategy [13]. So, we will only
consider pure equilibria.

The learning automata algorithm needs less information
and control signalling to operate than the sequential play.
The sequential play requires that each player updates its
strategy one by one. And, at the time of decision, in order to
compute the utility function, the information required
includes all active users’ SIRs, priorities, and the current
interference temperature. Significant control signalling is
also required to accomplish this process distributively. An
alternative choice would be to run this sequential play at a
central controller. For the learning automata, asynchronous
updating is permitted. The only information needed is a
feedback of the current utility function value. To compute
this utility function, each active user should report its SIR
and priority parameter to the measurement point which
acting also as a central controller. But the trade-off is that
learning automata converges much slower than the sequen-
tial play. The information needed by these algorithms can
be distributed through a common control channel which
has been assumed in many similar literatures in this area.

One assumption in this paper is that the interference
temperature remains constant during the secondary use of
the spectrum. With mobile users, the interference tempera-
ture may vary. One solution to account for this variance
would be that the secondary access algorithm is triggered
periodically. A short period would ensure that, when the
interference temperature is violated, the system would
recover quickly.

8 NUMERICAL RESULTS

In this section, we first present some numerical examples
for a simple secondary sharing system with only three
transmitting and receiving pairs. The target SIR is selected
to be �t ¼ 12:5, and the noise power is �2 ¼ 5	 10�13, which
approximately corresponds to the thermal noise power for a
bandwidth of 1 MHz. We consider low rate data users using
a spreading gain of L ¼ 128. Path gains are obtained using
the simple path loss model hj ¼ K=d4

j , where K ¼ 0:097.
This gives the following gain matrix:

XING ET AL.: DYNAMIC SPECTRUM ACCESS WITH QOS AND INTERFERENCE TEMPERATURE CONSTRAINTS 429

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on April 17, 2009 at 13:48 from IEEE Xplore.  Restrictions apply.



H 0 ¼ 10�7
0:0097 0:1552 0:0148
0:0019 0:0034 0:0066
0:0748 0:0237 0:0307

2
4

3
5: ð23Þ

When the interference temperature bound and noise ratio
is B=�2 ¼ 200 (We use these ratios only to illustrate clearly
how the system works. Of course, we can use a lower ratio
by reducing the target SIR), this three secondary link pair
system is feasible. Using the geometric programming
optimization method, we find that the maximum aggregate
utility is 8.3567, with �1 ¼ 12:5, �2 ¼ 12:5, �3 ¼ 27:2541,
y1 ¼ 0:0164W, y2 ¼ 0:0988W, and y3 ¼ 0:0107W for each
link. When B=�2 ¼ 60, the social optimization is infeasible,
but we can resort to our proposed potential game. Under
equal priority case a ¼ ½1; 1; 1�, when using sequential play,
after convergence, only link subsets {1,3} or {2,3} can coexist
with � ¼ 12:5. When the learning automata algorithm is
used, the evolution of the total received power NðxÞ is
shown in Fig. 6. As discussed, we see that the total received
power converges to a value below the interference tem-
perature threshold B. The evolution of the choice prob-
ability p is shown in Fig. 7. After convergence, only links 2
and 3 are active with equal probability initialization. The

optimal link subset searching results in the same optimal

link subset {1,3} and {2,3}. It can be observed in Fig. 6 that,

during the settling phase, NðxÞ exceeds B. So, depending on

the application, there should be some predefined extra

margin to accommodate the fluctuation during the settling

phase. But, this may reduce the capacity of the secondary

system.
The proposed optimal supported link subset searching

algorithm can significantly reduce the searching space, as
shown in Fig. 8. Each point in the curve for the reduced
complexity search algorithm (tree pruning) results from an
averaging over 10 random secondary link geometric dis-
tributions with M link pairs, B=�2 ¼ 60 and �t ¼ 12:5. The
naive exhaustive search algorithm needs to check 2M subsets
to find the optimal supported secondary link set, while it can
be seen that the search complexity for the reduced complex-
ity search in this typical scenario is bounded byM4, which is
polynomial complexity. It is obvious in the worst case when
both the target SIR and the interference temperature
bounds are absent when the reduced complexity search is
similar to exhaustive searching.

Despite the suboptimal nature of the sequential play
algorithm, the convergence speed is dramatically reduced,
as shown in Fig. 9. It can be seen that, even with 35 total
secondary link pairs, the sequential play converges within
100 iterations.

As we have previously mentioned, the actual utility results
after convergence depend on the initial starting point for the
sequential play. In Fig. 10, we illustrate the variation in the
utility obtained with various initializations (100 trials are
considered) for an secondary spectrum sharing scenario with
10 link pairs,B=�2 ¼ 960 and �t ¼ 12:5. The priority vector is
set to be a ¼ ½10; 10; 5; 5; 5; 1; 1; 1; 1; 1�. We can see that
considerable utility improvements can be achieved if the
algorithm is run repeatedly with different initializations and
the best configuration is selected.

Fig. 11 depicts the performance of the sequential play
results with respect to the optimal subset searching results.
Each point in the sequential play solution curve represents
an averaging over 10 trials with an secondary spectrum
sharing scenario with 10 link pairs, B=�2 ¼ 960 and
�t ¼ 12:5. The priority vector is set to be the same as before.
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Fig. 6. Evolving of the total received power ðNðxÞÞ over time for the

learning automata algorithm.

Fig. 7. Choice probability p of the activation strategy over time for

learning automata algorithm.

Fig. 8. The reduced complexity search algorithm (tree pruning) versus

the naive exhaustive search.
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Even though the sequential play converges to local optimal
solutions, it can be seen from Fig. 11 that, as we increase the
number of different initializations, the sequential play
converges to the optimal solution.

The capacity of the network is evaluated as the total
number of active link pairs in our context. When the utility
function is concerned, to maximize the capacity corresponds
to setting � ¼ 0 in the utility function, where 0 � � � 1 is
an operator designable parameter. Small � corresponds to
putting greater emphasis on system capacity (number of
active secondary links), while large � corresponds to putting
greater emphasis on guaranteeing service to the user paying
a higher price. Specifically, with � ¼ 0, we can get a similar
graph as Fig. 11 with a ¼ ½1; 1; 1; 1; 1; 1; 1; 1; 1; 1�. It can be
observed that, as the number of initializations increases, the
sequential play converges to the optimal capacity solution.

The converged solution of the sequential play algorithm
depends on the initialization which is chosen from the two
strategies: active or inactive with equal probability when all
the links have equal priority. Hence, on average, when not
all the secondary links can be active at the same time, under
a long run, they will have the same chance to be active
under the condition that they are in the Nash equilibria
solution set. This property provisions the sequential play
with fairness.

Further, we compared our proposed sequential play
algorithm with a Transmit Power Control (TPC) scheme
that limits the aggregate interference to the transceiver
presented in [5]. In the TPC scheme, the primary transceiver
system can control the interference from the Cognitive
Radio (CR) devices by broadcasting a beacon signal,
containing a parameter � (relevant to the interference it
can tolerate). The resulting interference levels at the
primary receiver caused by the individual CR devices are
equal. This scheme ([5]) did not consider the QoS issues,
therefore resulting in degraded performance. As in Fig. 12,
there are 10 secondary CR link pairs. The target SIR is 12.5.
These links are randomly deployed. As can be observed
under the TPC scheme, only one link pair will achieve the
target SIR, while under our proposed scheme, there are
five links which achieved the target SIR. Hence, under the
interference temperature constraint, our proposed scheme
efficiently utilized the spectrum for data transmission.

9 CONCLUSIONS

We have considered spectrum sharing among a group of
spread spectrum users with a constraint on the total
interference temperature at a particular measurement point
and a QoS constraint for each secondary link. A social
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Fig. 9. Convergence of the sequential play.

Fig. 10. Utility for different initializations of the sequential play.

Fig. 11. Optimal subset searching versus sequential play with different

initializations.

Fig. 12. Sequential play versus TPC scheme.
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optimization set-up of this problem is formulated which is
solved efficiently by using a geometric programming
method. There are cases when this system with all
secondary links active will be infeasible. A reduced
complexity optimal link subset searching is introduced to
find feasible subsets of links which can significantly reduce
the searching space compared with naive searching. Then,
we define the secondary spectrum sharing problem as a
potential game which takes different priority classes into
consideration. First, this game is solved through sequential
play. The sequential play is shown to converge to the Nash
equilibria with acceptable speed but with relatively sig-
nificant controlling signal and operating information. Then,
a learning automata algorithm is introduced which only
requires feedback of the utility value to converge to the
Nash equilibria, but the drawback is the low convergence
speed. The achieved Nash equilibrium is characterized to be
a point with a good trade-off between the efficiency and the
complexity.
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