Operations on Multiple Random Variables
Previously we discussed operations on one Random Variable:

-

j ) xfy (x)dx  Continuous

Expected Value E [X] =X =4

N
z x.P(x.) Discrete

L 1=1

f x'fy(x)dx Continuous
Moment m = E[Xn] ={ N
z x. P(x,) Discrete

\ 1=1

_[OO (x — X)"f (x)dx Continuous
Central moment n, = E[(X . )—Qn:| .y —o0

N J—
D (x— X)"P(x;) Discrete

g 1=1



Characteristic Function

Oy (@) =E["] = [ fi(x)edx  fx(x)= i | oy (@pe " do

., d"D (0
Moment Generation m, = (—]J) Xn( )
do o
Function of Random Variable
Monotone Transformation Nonmonotone Transformation
£y (x,)
- dT ™ (y) fy(y) =
£,y =1 T ] Y Z dT(x)
dy dx

X=X,



EXPECTED VALUE OF A FUNCTION OF Multiple RANDOM
VARIABLES

Two Random Variables

j_oo _f_oo g(Xa}’)fX,Y (x,y)dxdy Continuous

g=E[g(X)Y)]| = 5 |
[ ] Z Z g(Xi Yk )PX,Y (Xi oY ) Discrete
L 1k

N Random Variables

=E[g(Xp X)) = | ] e®px)fy

x, (Xp5ee0x )dx, - -dx

I



Joint Moment about the Origin
. =E XnYk j_ j kfX,Y(X,y)dxdy

m, =E[X"] the n® moment m_ , ofthe one random variable X

n0

m, =g[y*] the k™ moment my ofthe one random variable Y

n+k 1s called the order of the moments

Thus m,, , m,, and m,, are all 2¢¢ order moments of X and Y

The first order moments m,, = E[X]=X and m,, =E[Y]=Y

are the expected values of X and Y and are the coordinates of
the center of gravity of the function fy(X,y)



The second-order moment m,, = E[XY] is called the correlation
of X and Y and given the symbol Ry, hence

Ryy =m =E[XY]=|[ [ xyfy,(xy)dxdy

[f the correlation can be written as Ry, = E[X]E[Y]

Then the random variables X and Y are said to be uncorrelated.
Statistically independence of X and Y — X and Y are uncorrelated
The converse is not true 1n general

Ryy =my, =E[XY]= j wwjjowxny,Y(X’Y)dXdy :I—ooj—ooxny(X)fY(Y)dXdy

fX,Y (x,y) = fx (Ofy (y)

Ryy =] xfy()dx[ yfy(y)dy =E[XJE[Y]



Uncorrelated of X and Y does not imply that X and Y are
Statistically independent in general, except for the Gaussian random

variables as will be shown later

If Ryy = 0 then the random variables X and Y are called orthogonal.

For N random variables X, X,, ..., Xy the (n, -+ n, + ... ny) order
joint moments are defined by

My, o = E{X?lxgl..X;N}

where n,,n, ,... ny are all integers 0, 1, 2,



Joint Central Moments

We define the joint central moments for two random variables X

and Y as follows

e =B (X = XP(Y = V)| = [7 7 (x = X)n(y — ke (y)dxdy

The second-order ( n + k =2) central moments are

Ly = E_(X = )_()2_

Loy = E_(Y —~ Y)z_

cs%( The variance of X

2 .
Oy The variance of Y

The second-order joint moment p,, 1s very important. It is called the
covariance of X and Y and is given the symbol Cy.,



The second-order joint moment p,, 1s very important. It is called the
covariance of X and Y and is given the symbol Cy+

Cy =My =E[X = XY = V)| = [ [7 (x = K)y = Dy y (x.y)dxdy

By direct expansion of the product (X-X)(Y-Y) we get
Cy =My = E[ (XY -XY-XY- XY)|
=E[XY]-E[X]Y -XE[Y]-XY =E[XY]-XY-XY+XY
= Cyy =R,y — XY= R, — E[X]E[Y]
Note on the 1-D , the variance was defined as
oy =1, =E[(X = X)7] = E[X’]- X

Which can be written as
oy =1, =E[(X - X)(X - X)] = E[XX]- XX



Cyy =Ry — XY= R, — E[X]E[Y]
0 if X and Y are independents
Cxy =) .
—E[X]E[Y] if X and Y are orthogonal

CXY =0 1if X=0 or Y=0

The normalized second order-moments defined as p = _CXY

OOy

1s known as the correlation coefficient of X and Y

It can be shown that -1 < p<1



For N random variables X, X,, ..., Xy the (n, -+ n, + ... ny) order
joint central moments are defined by

!”Lnlnz...nN = E{(Xl — XI)HI(X2 — Xz)nz (XN _ XN)HN}

_ iooo j‘i(xl _ Xl)nl Xy - }_(N)an XN(XI""’ X\ )dx, ... dx

{pres N



JOINT CHARACTERISTIC FUNTIONS

Let u first review the characteristic function for the single random
variable

Let X be a random variable with probability density function fy(x)

We defined the characteristic function @, (w) as follows
— joX | _ Jox — —JOX
Oy (@) =E[ ] = [ fy(x)e" dx fi(x) = | oy (e do

Dy (w) 1s the Fourier transform of fy(x) with the sign of ® 1s reverse

The moments m,_ can be found from the characteristic function as
follows:

4"D, ()
do"

m,= (-J)"

o=0



We now define the joint characteristic function of two random
variables X and Y with joint probability density function fy,(X,y)
as follows

_ j0,; X +jo,Y
Dy y(0,0,) = E[ej‘”l . } were ®, and o, are real numbers

Dy y(@,0,) = j_oo j B fyy (Xy) e’ 1Y dxdy

Dy (®,0,) 1s the two-dimensional Fourier Transform of fyy(x,y)
with reversal of sign of o, and ®,

From the inverse two-dimensional Fourier Transform we have

1
(2m)’

fyy (Xy) = j—oo j.—oo O, (0,0,) e j(Dzyd(*)1(k‘)2



By setting ®,= 0 in the expression of @y y(®;,0,) above we obtain
the following

Dy y(@,0) = j j Iy &xy) eJ®1X+J(O)dedY

— Jiowjjcwa,Y(XaY) ejﬁ)lx dXdy = Jf;{ ..-iooofX,Y(Xﬂ}I)dYJ ejoalx dx

= X % dx = D, (o) The characteristic function for the
marginal probability density function
fx(x)
Similarly

(I)Y(oa2) = (I)X,Y(O,oaz)



The joint moments can be found from the joint characteristic function

anJrk(DX,Y (0,,0,)

k
O0m, 0w,

mnk — (_j)n+k

®; =0, ®,=0
This expression is the two-dimensional extension of the one-dimension

"D, ()
do"

m,= (- j)

o=0

The joint characteristic function for N random variables X,,...,X

— JOX; ... T joyX
Dy XN((DI,...,(DN)—E[e ! N N]

.....

n

The joint moments are obtained from

R
Q) LN ] (D
b1, x, (@15 O) were R=n+n,+---n
n n n ! 2

— \R
mnan...nN - (_J) N

all (’Oi =0



The Gaussian Random Variable

A random variable X 1s called Gaussian 1f its density function has the
form

1 _ _ 2 2
fX (X) = e~ &) /20, where o (the varinace) and a, (the mean)

Maxirmum
occurs at

The “spread” about the point
X=a, 1srelated to O,




JOINTLY GAUSSINA RANDOM VARIABLES

Two random variables X and Y are said to be jointly gaussian or
Bivariate gaussian density 1f their joint density function 1s of the form

1

fyy (Xy) =
> 2m6, 6,1 — p°

exp{ -1 {(x - X 2 - -V, - ?)}

2(1 - pz) G?{ OxOy G%{

WCErIc
X=E[X] Y=E[Y] ox=E[X-X’] o} =E[(Y - ¥)]

p=E[(X - X)(Y - V)]/o\0,



The joint Gaussian density function and its maximum is located at
the point  (X,Y)

The maximum value 1s obtained from

1

2n6,6,4/1—p

fX,Y (Xy) < fX,Y ()_(,?) =

2

The locus of constant values of  f,, (x,y) will be an ellipse

-}J

This 1s equivalent to the itersection of  f, | (X,y)
with the plane parallel to the xy-plane

0 7 X



If p=0 then the joint Gaussian density
1

2no, 0,41 = p

exp{ -1 {(x - X)Xy -9, - V)

fX,Y (Xa}I) -

2

2(1 = p) G?{ 0xOy G%{
1 1 (x - X)? - Y
— fX,Y(X,y)= - eXPS {( 5 ) + (y . )}}
216,04 |2 Gy Gy
1 x — X)* | 1 v — Y)
L epo< X) } R pH y }}
2noy, 20% 2ncy, 20y
£y (x) fy )

=1, (%) 1,(y)



fy (X,)
. dT™ Y(Y)_Z vl
) = [ T'0)] [T e
dy dx |-,
Y =T (X.,X,,....Xy) i=1,2, ... N
X =T (Y.,Y,,...Yy) i=1,2,...N

£y v, VoY) = Txox x (X = T,xy = Ty )m

oT ot
oY, oY,
J=1| : '
ot ot
oY,  dY,



Let X and Y be independent, positive random variables with densities fx and fy, and let
Z =XY
find the density of Z ?

We find the density of Z by introducing a new random variable W, as follows:
Z=XY, W=Y (W =X would be equally good)

The transformation is one-to-one because we can solve for X,Y in terms of Z, W

: fyy (X.¥)
XezW  yew fywew=rxEY
/ d(z.w) o(z,w)
x=0(z,w
IXY)| y=v(zw)
Az, w) Oz/0x 0z /dy y x| _,
O(x,y) |Ow/dr Ow/dy| ~ |0 1 7
f COf, ) |
f @w)= y _ Ix(z/w) fy (w)
X=ZW y=w v

- &) 'S 1 lr
fZ(Z?) = / fZI—i-f"(Z»A ’U-) dw = / Efx (::;;I u?)fy (ur) dw



Let X and Y be independent uniform r.v.’s over (0, 1). Find the pdf of Z = X'Y

We have
| D<x<1,0<y<l
Jxxl% y) = {0 otherwise
The range of Z is (0, 1)
Introducing auxiliary V=X
ox ox
Tz, w) = oz ow| ; : __=__1_
~ \dy oy -1 _z W
a oaw| IvoW
1 z
" W= | — W,_'
fawlz, W) l“” fxr( w)




We have
1 O<x<1,0<yx<]

frr(x, ¥} = {0 otherwise

The range of Z is (0, 1)

f:i'i’(ws f_v)

z 1 D<w<l, 0<z/w<l
fariw, — | = ={1 Dczaew<l

1
fZW{z& W] = l ;

W 0 otherwise .
0 otherwise

2 11
fxy(wa_)dw=j —dw=—Inz D<cz<l1




	The Gaussian Random Variable

