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Routers designed for low dimensiondtary n-cube
Abstract networks have physical channels that typically are 8-bit-

This article presentsk-ary mway networks, multi- data to 16-bit-data wide.

dimensional mesh and tori networks that are viewed as thén this study, | am proposing a new class of interconnection
dual of k-ary n-cube networks. Armway channel is the networks, calleck-ary mway networks that can be viewed
physical wiring ofm router and processor links. Anway as the dual ok-ary n-cubes. The idea is to exchange routers
router interfaces two channels only, irrespective of theand channels in kary n-cube network. Routers inlaary
network topology or dimension. This has important n-cube are replaced witlmway channels in &ary mway
advantages: the same router can be used to build networksetwork, while bi-directional links in &-ary n-cube are

of different dimensionalities or topologies, physical replaced withmway routers. This will be detailed in the
channels can be very wide, and broadcasting anchext section.

multicasting are facilitated. Routing in kary mway

network is detailed in this paper. The performanck-afy 2 k-ary m-way Networks

mway meshes, to”.’ and hypercubes is evaluated forAn mway (called alsomultiway) channel is a physical
different routing algorithms.

channelsharedby a maximum numbenmn, of routers or
Keywords: k-ary mway network,mway channelm-way processors. It is the physical wiring wflinks. An mway
router, bus-based interconnection network, performanceouter interfaces twon-way channels only, irrespective of

evaluation. the network topology or dimension. It has a constant degree
2. An mway router defines the operation of amway
1 Introduction channel At any clock cycle, only one of the routers (or

. . : . rocessors) linked to amway channelcan drive the
An interconnection network is often a critical part of a P ) y
channel. However, allm routers (and processors) can

massively parallel computer because application
performance is sensitive to network latency and throughput.Concurrently read the channeirway routers, of constant

An important class of interconnection networks is the directdegrlee.z’ can be used fo define a variety of network
network, in which routers and nodes are linked directlyt0p0 ogies.

using dedicated point-to-point channetsary n-cubes are A k-ary mway network is a multi-dimensional mesh or
strictly orthogonal direct topologies withdimensions and  torus structure constructed usingrway routers and

k routers (nodes) along each dimension. Low dimensionakhannels. The factok is the number ofnway channels
k-ary n-cube networks have been implemented in manyalong each dimension. To simplify equations, one faktor
parallel architectures, which include the Intel Teraflops [3], is used for all dimensions, but in practice different values of
MIT J-Machine [10], and Cray T3E [11]. k can be assigned to different dimensions. The maximum
number of waysm, of an mway channel is called the

A physical bi-directional link connecting two routers ik-a O§haring factorof a channel.

ary n-cube network can be implemented either as one set
bi-directional wires called half-duplex organization, or as There are two approaches of linking processors (their local
two sets of unidirectional wires called full-duplex memories and/or caches) tokary mway network. The
organization. With a full-duplex organization, a router first approach is to link processors to channels directly. A
element has m input and output channels to adjacent 3-ary 5-way torus with one processor linked to each
routers. As the dimensionality, of a network increases, channel is shown in Figure 1. A channel is identified aa

the number of input and output channels also increasegrocessor node linked to chanueis identified ad?;, and a
Since the number of I/O pins in a router chip is limited by router linked to channels is identified asR, if it along the

the packaging technology, the increase in thepositive X dimension, oRy if it is along the positive Y
dimensionality of a network will decrease the number of dimension. Although one processor is shown connected to
wires and thus the bandwidth of a single physical channeleach channel, it is possible to link several onesp If
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processors are linked to eanhway channel anch is the the values 0 througp- 1. If p = 1 then a processor address
network dimension theé€m = 2n + p. p is called the becomes equal to its corresponding channel address. A
processor factar The second approach is to have processor linked internally to a router will assume the
processors linked internally to routers. Figursh®ws a 3-  router address.

ary 4-way torus with one processor linked internally to each

router. Here, a processor node has the same identification &.2 Properties

its associated router. The sharing factor 2n in this case. Some properties ok-ary mway networks are shown in

Figure 3 and are contrasted with the propertiek-afy n-

cube networks. Fourk-ary mrway network types are
considered to distinguish a torus from a mesh and whether
processors are linked directly to channels=2n + p) or
internally to routersrf = 2n). For k-ary n- cube networks,

full duplex bi-directional channels are assumed between
adjacent routers.

Network Type| Channels| Routers |ProcessorsDiameter| Degree

gm=n+p K nk pK'  In®/2¥1 2
. . >| =
Figure 1: A 3-ary 5-way torus Figure 2: A 3-ary 4-way torus [ |9 _ K K K >
processors linked to channels processors linked to routers E m=2n " " [k/2[]
E\ _ n - —1 -
Linking processors directly to channels simplifies routing g § m=n+p K n (DK PR In(l)+3 2
and the router design, but will increase the sharing factor off [=| - o K" nk-1)K | nk-1)k[n(k1)-1 2
an mway channel. The number of processors can be less
> 3| Torus 2nk K K nik/20| 4n
than, equal to, or greater than the number of routers, 28
depending on the processor factor. On the other hand|x 2 Mesh |2n (k-1)k™ K" K" n(k-1) | 4n

integrating a processor within each router has the advantagt
of reducing the sharing factom, and thetotal number of

Figure 3: Some properties lfary mway andk-ary n-cube

. networks
components of a system. However, routing and the router
design will be more complicated. A k-ary mway network has several advantages. Firstnan
way channel can be made much wider than a direct channel
2.1 Topology used in ak-ary n-cube network. For example, an 8-way

router design for low-dimension&tary mrway networks,
given in [9], defines 8-way channels with 128 data and 17
control lines. Thus, 290 I/O pins are used for both channel
interfaces in a router. This is to be contrasted with the
router chip of the Cray T3D, which uses 16 data lines and 8
control lines per physical channel. There are 6 input and 6
output channels for a total of 288 I/O pins, not counting the
lines connecting to the local node. Therefore, although there
re more channels inkaary n-cube than in &-ary mway
etwork of similar size and cost as shown in Figure 3, each
channel in ak-ary mway network can be made much

A channel address, is ann-digit radix k number:.c = a,. wider. This example also shows that the overhead of control
1...8...80. Each digita; represents a channel's coordinate in linescan be less in leary mway network.

.th - .
the i" dimension and can take the values O throlkgh A second advantage dfary mway networks andr-way

TWO mrway channells are adjacent if their aqdresses dlﬁerrouters is that the same router, if carefully designed, can be
in one digit by+ 1 in a mesh and 1 modk in a torus

. . used to implement networks of different dimensionalities.
network. Between every 2 adjacent channels isnamay

ter. A ter linked to channal . h dd For instance, amway router can be used to implement
router. A router finked fo chann '1'.'.'a'.'t;;a°. as address  arious dimensional meshes and tori. This is more difficult
a1 ...8...8, i if it is along the positive™ dimension, or

dd -1 modk if it is al th i to achieve with direct channel routers because the
a ressy.1...(a- 1 modk)...a, 1 if it is along the negative dimensionality of a network is related to the number of
i"" dimension. The modulk-operation is necessary when

th work h i fruct A linked t links per router. A third advantage is thmtway channels
€ network has a ltorus structure. A processor INKed 1Q., ;ia1e broadcasting and multicasting because they are
channela, ;...ay has addresa,. ;...ay | wherel can assume

A k-ary Zn-way network n = 2n) is defined recursively as
2k k-ary (2n- 2)-way networks wired together orthogonally
to produce thenth dimension. The wiring is done on
channels, rather than on routerskry 2-way network is
either a linear array of routers or a ring. If linear arrays of
routers are used then the resultiegry 2n-way network
will have a mesh structure. If rings are used, the resudting
ary -way network will have a torus structure. ff
processors are linked directly to each channel then this wilﬁ1
result in ak-ary (2h+p)-way network (n = 2n + p).



In Proceedings of f2IASTED International Conference on Parallel and Distributed Computing and Systems

shared. A message flit placed on a channel can be acceptegrtices are the processor nodes. The hyperedges, identified
in multiple routers concurrently during the same clock as subsets of vertices, are the buses. A hypergraph does not

cycle. identify the buffer resources of a network. Hence, it is not a
useful tool to study routing algorithms and deadlockskn a
2.3 Graph Model ary mway network.

A direct interconnection network is modeled as a strongly
connected directed multigraphy = G(N, C) [6]. The
vertices ofly are the network nodes, denoted asNsethe

arcs are the virtual channels (or buffers), denoted &S. set
More than a single virtual channel is allowed to exist
between two adjacent nodes, hence it is called a multigraph.
Although this graph model is useful for direct networks, it
is not appropriate formway-channel based networks.
Therefore, a new graph model is needed.

DEFINITION 1: An m-way-channel interconnection network
is modeled as a strongly connected directed multigraph
Im=G(P O C, B). The vertices of,, are the network _
processorsP, and themway channelsC, denoted as Figure 4: Graph model of a 3-ary S-way torus
the union seP [J C. The arcs are the network buffers, Examples of bus interconnection networks are the

denoted as the s&. Buffers exist in routers and in hypermesh [12], hypergrid (hypertorus) [7], and hyperbus
processor interfaces. A router interfacing chanmels [2]. |n a hypermesh, each node is connected to all the nodes
andc; [ C will have buffers front, to ¢, identified as b each dimension through a bus.Kfis the number of
ordered triplesq , ¢; , #), where # is used to number nodes along each of timedimensions thenkis the number

the individual buffers. There are also buffers frgrto  f puses in the network. Each node is connectetttoses

G, identified as ¢ , ¢ , #). A processom U P and the network diameter is. The hypergrid and
interfacing a channej U C will have injection buffers,  hypertorus structures are defined as the Cartesian product of
identified as § , ¢ , #), as well as ejection buffers, hyperpaths and hyperrings [7]. The node degree is not a
identified as ¢ , pi , #). ThereforeB J (Cx C x N) [ constant, but is twice the network dimension. The hyperbus
(P> CxN) O (CxPxN), whereN is the set of non- js defined as the dual of a generalized hypercube. Each
negative integers. node is connected to exactly two buses, but the network

The graph model of the 3-ary 5-way torus network of topology is different than a-ary mway network. To
Figure 1 is shown in Figure 4. The processors and channel@inimize distances between nodes, bus interconnection
are the vertices of this graph. The buffers are the arcsnetworks tend to have a large number of nodes sharing a
There is one injection and one ejection buffer at theSmall number of buses. The sharing factor of each bus tends
interface of each processor, and two buffers for each® be high. This increases the length of wires, the system
routing direction. A message starts at an injection buffer ofP@ckaging costs, and reduces the speed of buses. On the
a source processor. It uses a sequence of buffers in tHfher hand, amway channel in &-ary m-way network is
network graph until it reaches an ejection buffer of alocalized and shared by a small number of routers and
destination processor. Messages are buffered in the arcs offf0cessors. This localization is meant to minimize the
network graph. This view is consistent with the graph Ien_gth of wires, to reduce the system packaging costs, and
model of a direct network, in which arcs are virtual © increase the speed of shared channels.

channels, or buffers. This means that the routing algorithms )

and the deadlock-avoidance theories discussed in thd Routing

literature [6], [8] for wormhole-routedk-ary n-cube  Routing in ak-ary mway network is different than routing

networks are also applicablekary m-way networks. in a k-ary n-cube network. In &-ary n-cube network, a
router routes a header flit internally from an input buffer to
2.4 Related Work an output buffer. The routing logic decides which output

An mrway channel is a bus andkaary mway network can channel (physical and virtual) to select according to a

be classified as a bus-based interconnection network. Man§Puting function and a selection function. The routing logic
bus interconnection structures were discussed in th&ontrols a crossbar switch that establishes simultaneous

literature. They are modeled asypergraphs [1]. A paths between input and output buffers.
hypergraph is a set of vertices and a set of hyperedges. The
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Routing in ak-ary mway network is to determine the next pair that can receive a header flit from a chamngl
router and buffer along a routing path. The routing logic Channel The decision idased on amvail function:
determines theouting way and thebuffer classdenoted as Channelx Way x Class —» N that returns the number
(way, clasg, according to a routing function and a selection of available buffers in all the routing ways and buffer
function. Theway specifies the next router acrossraway classes that can be reached from a chanriéhe input
channel. Theclassspecifies a subset of buffers that can be set of (vay, clas9 pairs should not be empty;
allocated when a header flit is received. The butfass otherwise selectreturns an error result.

ensures deadlock freedom for some routing algorithms. Th
routing function specifies one (deterministic) or more
(adaptive) choices ofway, clas9 pairs, and the selection
function chooses one of them (in case of adaptive routing).
The routing function must be deadlock-free and livelock-
free. The selection function can affect only performance.

DerNTION 5: allocate Channelx Way x Class - Buffer
returns a free buffeb O Bufferin the bufferclass

Classthat can be reached from a chanmél Channel
along the routingvay [0 Way If no buffer is found
free,allocatereturns an erroresult.

Once a\ay, clas9 pair is determined, a header flit is ready 3.2 Router Structure
to be transferred. When a channel driver places a header fli& router fork-
on anmway channel, it includes the routingay and the
buffer classas part of the header information. All routers
and processor interfaces examine the header flit, but onl
one accepts it according tway. Once a header flit is
accepted, the allocation unit at the receiver side allocates
free buffer in the specified buffetass This buffer is kept
allocated for all the flits of a message.

ary mway networks is depicted in Figure 5.
A router has two channel interfaces, two channel
arbitrators, and two groups of buffers with
llocation/mapping units, routing logic, and buffer
arbitrators. Thealirectionalitiesof the two groups of buffers
&re DIM+ and DIM-, where DIM is the dimensionality of
the router. The directionality is used to identify a buffer set
when selecting a driver for a channel or when accepting
message flits. This identification should be unique across an

3.1 Formal Definitions mway channel. Observe that no crossbar switch is required.

Given the following set definitions: This simplifies the implementation of a router and makes it
. faster.
Buffer = set of all buffers in &-ary mmway network (same
asB in Definition 1) $om
Channel = set of all mway channels (same a€ in Flit_in DIM+ Buffer Set Fiit_out.
Definition 1) . o Fii Ack_out| Buffer Alloc > £l 8| ackin Fiit
Processor= set of all processors (sameRam Definition 1) >« aB?MMappmg 3| s >
. o i -
Way= set of all routing ways = {X+, X—, Y+, Y-, etc.} pok | @ tou OIMTway) o il P D
Class= set of all buffer classes aflaptive deterministi¢ {—g ori out forv Req, OE} i out {—g
etc. Pri | € [*— Channel Arb Channel Arb [— E pi
} 3 |LPisuml  (DIM- set) (DIM+ set) | Frisum| 5
Routing of a header flit in &ary m-way network can b o 5 5 stay
outing of a heade ary ay network can be stat | § ToE Treq i 2| sta
described with four functionsdrive, route select and & P I E— SeLodl s
Ackin | 2| £ Buffer Alloc | ack out
allocate <Kyl |:|'c =N, ; 8% ?B(IjMMappir;g m e AL
. . . it_out 12 < — wa Flit_i
DEFINITION 2: drive: Buffer -~ Channelis a function that — " V) D
maps a buffetb O Buffer to an mway channelc O DIM- Buffer Set

Channel It means that buffdp drives channet. b can

be an injection buffer or a router buffer, but cannot be .
an ejection buffer. Ib is an ejection buffer then an The router structure of Figure 5 assumes that processor

errorresult is returned. nodes are linked directly to channels. If processors are
linked internally to routers then the router structure has to

DEFINITION 3: route: Channelx Processor— P (Wayx  he mogified to include injection and ejection buffers in both
Clasg is a function that returns a set ofay, clas§  girections. For the remaining of this paper, | consider only

pairs that identifies all the next buffers that can aCCEptprocessor nodes linked directly to channels as shown in
a header flit along the routing paths from a current Figure 1.

channelc O Channelto a destination processpr[] _ _ o
ProcessorP () is the power set. A physical channel consists of data, control, and arbitration

_ ) lines. TheFlit lines carry one flit of a message. TAek
DEFINITION 4: select P (Wayx Clasg x Channelx avail — lines are used to acknowledge the transfer of a flit and to
Way x Classis a function that returns one/dy, clasg report the full status of the receiver buffer. The priority

Figure 5: Internal Structure of a Router
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lines, Pri, are used for arbitration and carry the wired-OR allocation unit will accept the header flit, depending on the
sum of output priorities of requesting drivers. Btatlines routing way. Once accepted, the buffer allocation unit will
carry the availability and full status of receiver buffers. The allocate a buffer for the header flit and send back an
Clk line is used to synchronize the operation ofnmaway acknowledgmentack_out

channel. When a driver places a body or a tail flit on a chartagl<

B or T), it does not include the routingay as part of the
flit. All allocation and mapping units across a channel
Each buffer in a buffer set has associated statusxamine the flit that carries the driver's buffer numbaf,
information, as depicted in Figure 6. The allocation Ajt, They also obtain the current driver numbdny, from the
indicates the allocation status. The full 5i,indicates the  channel arbitrator. All allocation and mapping units are
full status. The driver numbeDrv, indicates the driver searched by content for a match widhv and buf If a
from which the flits of a message are received. The driver'snatch occurs and the allocation bit is set., the
buffer number,Buf, indicates from which buffer a flit is corresponding buffer allocation and mapping unit will
received.Drv and Buf locate the previous buffer along the accept the body or tail flit. Otherwise, it will reject. Once
routing path. The front pointefptr, points to the front accepted, an acknowledgment is sent back.

entry in a buffer. The rear pointdRptr, points to the rear

entry. The receiver's full statuRF, indicates whether the 3.5 Routing Algorithms

receiver buffer of a message has a full status.

3.3 Buffer Status and Flow Control

A k-ary mway network with shared channels can use the

A F Drv Buf Fptr Rptr RFA:  Allocation bit same routing algorithms developed for keary n-cube
BUEO F: Full bit network with direct channels. Four routing algorithms are
BUF1 Drv:  Driver number used for the simulation ¢¢ary mway networks in the next

Buf: Driver's Buffer number ti The first al ith is di . d fi
BUF?2 Fptr: Front Pointer section. e first algorithm is dimension-order routing

Rptr: Rear Pointer (DOR) [4]. This algorithm is known to prevent deadlocks in
BUF3 RF: Receiver's Full status  mesh and hypercube topologies because it does not allow

cycles in the channel dependency graph. No buffer classes
Figure 6: Buffer status information are required and any buffer can be allocated when a header
flit is received. We can also apply the early buffer free
golicy and allow more than one message to be queued in a
ingle buffer without causing deadlocks.

The flow control mechanism of a network determines how
buffers are allocated and freed. The allocation must be donS
in a manner that keeps the flits associated with a particular
message together. When a header flit is received, a buffer iBimension-order routing is, however, problematic in the
allocated (Allocation bitA is set). An allocated buffer is case of a torus. We need to avoid deadlocks caused by the
freed after a tail flit is transmitted and the buffer is emptied. rings along all dimensions. An efficient routing algorithm
that avoids deadlocks in a unidirectional ring and makes
3.4 Router Operation good use of buffers is presented in [5]. This algorithm
An mway channel can have only one router or processord'wdes.’ buffers in tWO. classéew angihlgh. we aIIocatg a
buffer in thelow class if the destination node addreskess

driving it at any given clock cycle. The channel arbnratprthan the current node address. We allocate a buffemin
ensures exclusive access to the channel. It determine

) ) - : aass if the destination node addresgyieater thanthe
which router (processor) is driving a multiway channel at

. . current node address. This algorithm was shown to avoid
the current clock cycle and which router (processor) will be S
o - . . deadlocks. Although cycles exist in the channel dependency
driving the channel at the next cycle. Channel arbitration is : e
o : ) graph according to [4], no cycles exist in the new extended
a distributed hardware algorithm. All channel drivers apply channel dependency graph according to [6]
the same algorithm and reach the same decision. Thé b y grap 9 '
channel arbitrator must be fair to avoid starvation. AnThe ring algorithm used in this paper is a minor
implementation for 8-way channels that uses Round Robirmodification to the one presented in [5]. It also uses two
with 3 priority lines is discussed in [9]. buffer classedow andhigh. The buffer classes are used for
router buffers only. They are not required for injection and
ejection buffers. An example of an 8-ary 3-way ring with 2
router buffers along each direction and 1 injection/ejection
buffer at the interface of each processor node is shown in
Figure 7. The channels and processors are divided into two
groups. Group O consists of to ¢z and P, to Ps. Group 1
consists ofc, to ¢c; and P, to P;. A buffer that drives a

At the beginning of a clock cycle, a driver puts a header flit
on anmway channel. The header flit carries the header tag,
H, the driver's buffer numbebuf, and the routingvay in
addition to other control informatioThe buffer allocation
and mapping units in all the directions ofrarway channel
examine the header flit. However, only one buffer
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channel in Group O belongs to group O; otherwise, itmatches the one produced by DOR but the RING algorithm
belongs to Group 1. The ring algorithm is defined asdoes not match the same group, then the next buffer can be
follows: if the next buffer along the routing path and the allocated either from thiew or from theadaptiveclass. If a
destination processor belong to the same group the nexgelected routingvay does not match the one produced by
buffer can be allocated fromny class. If they belong to DOR then the next buffer should be allocated from the
different groups, the next buffer can be allocated only fromadaptiveclass only. This algorithm will be referred to as
the low class. This algorithm can be shown to avoid ADAPTIVE_RING and can be shown also to be deadlock-

deadlocks according to the theory presented in [6]. free.
4 Network Simulation and Results
R To measure the performance of interconnection networks
Co 1::‘ c 1::‘ c 1::‘ Ca with multiway channels, | have simulated a mesh, a torus,
j and a hypercubek-ary m-way network varying few
= <= = - parameters in every run. The simulator is a C++ program
HOH S H ¢ R that simulatesk-ary m-way networks at the flit level. A flit

=
transfer between two adjacent routers, over naway
@ @ @ @ channel, is assumed to take place in one clock cycle. The
network is simulated synchronously, moving all flits that
Figure 7: Graph of an 8-ary 3-way Ring have been granted channels in one clock cycle and then
advancing time to the next cycle. The simulator can be

The ring algorithm makes adaptive decisions when theconfigured to support different network sizes,

distance between a source and a destination processor is tgﬁnensionalities, processor factors, buffers in a buffer set,

same glong the positive anld negative directiqns in a giVe'?)uffer sizes, routing algorithms, arbitration algorithms,
o!lmensmr!. The DOR .a'go“th”? can be gombmed with themessages lengths, message generation rates, and traffic
ring algorithm to obtain a partially adaptive deadlock-free .iiorns  Flags indicating the use of full and availability
minimal algorithm for tori networks, referred t0 as g, by 4 router can also be set. The simulator can
DOR_RING. The DOR_RING algorithm requires 2 router generate various statistics, such as average message latency,

z'uffers. per z'c“;g.er set, lrrt)esfpf)ectlye of the nt;mber Ofmaximum latency, latency standard deviation, latency
Imensions. INg more buTlers IMproves per Ormance’histogram, channel utilization rate, node injection rate, and

but is not required to avoid deadlocks. node ejection rate.

A fully adaptive deadlock-free minimal routing algorithm
for k-ary mway mesh and hypercube networks can be
designed as follows: Two buffer classdsterministicand
adaptive are required irrespective of the number of
dimensions. Adaptive decisions are allowed at any route
along the routing path. If a selected routingy has the
least dimension among the other adaptive ways {i.e., IEnjection rate of a node is the percentage of channel cycles
matches the one produced by DOR.)’ then a buffer &oyn used to inject a flit successfully into the network. The
class can be allocated. Otherwise, a buffer from the

daptivec! hould be allocated. This alaorith il b ejection rate is the percentage of channel cycles used to
adaptiveciass shouid be aflocated. This aigorithm will be eject a flit successfully from the network. The average
referred to as ADAPTIVE and can be shown to be

traffic, injection, and ejection rates are taken over all
deadlock-free. channels and nodes in the network and over a period of
Finally, a fully adaptive deadlock-free minimal routing time.
algorithm for k-ary mway tori networks can be designed
based on the DOR_RING algorithm as follows: A third 4.1 Effect of Increasing the Number of Buffers

buffer classadaptive is required in addition to thewand e yrose of this experiment is to measure the effect of
high classes used by the ring algorithm. Adaptive decisionseasing the number of buffers in a buffer set. A medium

are allowed 'at any router along the routing path. If ag;,o 3p.torus network with 8 8 x 8 7-way channels and
selected routingvay matches the one produced by DOR 515 rocessor nodes is simulated. The DOR_RING
and the RING algorithm matches the same group for the o ihm is used. The traffic is uniform. All messages

next buffer and destination processor, then the next bUHeEarry 64 bytes of data. They occupy 4 data flits + a header
can be allocated fromny class. If the selected routivgay it Each fiit is 16 bytes long and is transferable over a

Latencyis measured from the time a message is generated
at a source node until the tail flit is ejected at a destination
node. Source queuing time is included in the latency
measurementTraffic is measured as the percentage of
Utilization of channels. A channel is utilized during a clock
cycle if it is used to transfer a flit successfully. The
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channel in one clock cycle. The number of buffers in eachHowever at saturation, the latency standard deviation
set is 2, 4, and 8 respectively. However, the size of eaclincreases also sharply. Saturation occurs when the nodes of
buffer is fixed at 2 flits. The results of these experiments area network generate messages at a higher rate than the one
shown in Figures 8 and 9, respectively. that can be handled by a network. These messages end up
waiting at the source node queues. Increasing the number of

uffers in each buffer set from 2 to 4 improved the ejection
{ate and the traffic. However, increasing it from 4 to 8 is not
Justifiable in this case.

The graphs of Figures 8 and 9 are not functions. Th
average latency, ejection rate, traffic, and latency standar
deviation are all measured values. The independen
parameter, specified to the network simulator, is the
average period between message generations. The peri%d
between two message generations is a random value’
generated according to an exponential distribution. In othern this experiment an 8x8x8 mesh, an 8x8x8 torus, and a
words, the message arrival rate is a Poisson distribution. 9D hypercube network are simulated. All networks have
512 processor nodes. All buffer sets consist of 4 buffers

2 Effect of Topology and Routing Algorithm

300 each of size 2 flits. All messages carry 64 bytes of data (1
- I header + 4 data flits). The traffic pattern is uniform. The
8 250 | DOR and ADAPTIVE routing algorithms are used in the
% 200 mesh and hypercube networks. The DOR_RING and
E l ’ ADAPTIVE_RING algorithms are used in the torus
S 150 network. The results are shown in Figures 10 and 11.
= |
o 100 300 i $ -
[@)]
g ol | l |
g 50 7 250 4
z ] ko ] I
0 —m—m—m— 3 200 ,
0% 2% 4% 6% 8% 10% 12% 14% 3 1
Ejection Rate (Flits/Processor/Cycle) g 150
= |
—— 2 Buffers —@— 4 Buffers —A— 8 Buffers ‘ 3 100
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s - The graphs of Figures 10 and 11 clearly indicate that the
0 T T T T performance of a hypercube is better than that of a torus,
0% 10% 20% _30/;' 40% 50% 60_/“_’ 70_/“’ 80% 90% which in turn is better than the performance of a mesh. A
Traffic (% channel utilization) hypercube can provide the highest throughput (ejection
|2 Buffers —#—4 Buffers —A— Buffrs | rate) and lowest latency amongst all topologies. The reason

Figure 9: Latency Standard Deviation and Traffic in an 8xgxg 1S that the number of wires per channel is kept constant in a
Torus k-ary mway network irrespective of the network topology

- . _or dimension and the distances between processors are the
When the traffic is below saturation, the message latency i§pqrest in the case of a hypercube. However, there are
affected only slightly by the traffic. However, as the yior tactors that can make the hypercube less attractive.
network saturates, Iat'en.cy starts increasing sharply. Th?—'or instance the sharing facton, of anmway channel is
latency standard deviation also varies with the traffic. 10 in the case of a 9D hypercube, while it is 7 in the case of

Below saturation point, the latency standard deviation is 3, 3D mesh or torus with a processor factor of 1. Increasing
small value and increases only slightly with the traffic.



In Proceedings of f2IASTED International Conference on Parallel and Distributed Computing and Systems

the dimension of a network will increase the costs oftorus, and hypercube networks was evaluated under
packaging, the lengths of wires, and reduces the speed of different routing algorithms. The initial results are
channel. The clock period was assumed to be same in a#ncouraging and stimulate more research in this direction.
network topologies, while it may increase as the networkThe router discussed in this paper is described in VHDL. It
dimension increases. The board-level packaging lehey is currently being extended to support broadcasting and
mway network is also an open problem that needs furthemulticasting. Further research in this direction is to link
study. Lower-dimensional networks are favored over processor nodes within routers and to support routing in
higher-dimensional networks from the engineering point of faulty networks.

view.
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