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Computer Architecture and Parallel Processing
General Guidelines
1. Instruction set architectures design.

a. Basics of Computer Design. Performance Measures. Instruction Set Architecture (ISA) Characteristics and Classifications. CISC vs. RISC, The MIPS64 ISA. (Fourth Edition: Chapter 1, Appendix B)).
2.       Instruction pipelining advanced ILP, software approaches to ILP, static/dynamic branch   prediction, and performance. 
a. Exploiting Instruction-Level Parallelism (ILP): Basic Instruction Block, Loop Unrolling. Further Classification of Instruction Dependencies: Dependency Analysis and Graphs (Fourth Edition: Chapter 2.1, 2.2)) 

b. Dynamic Hardware-Based Instruction Pipeline Scheduling: The Scoreboard, The Tomasulo Approach (Fourth Edition: Appendix A.7, Chapter 2.4, 2.5)

c. Fundamental Dynamic Hardware-Based Branch Prediction Techniques: Branch-Target Buffer (BTB), Single-level, Correlating Two-Level, Gshare, and Hybrid Dynamic Branch Predictors. (Fourth Edition: Chapter 2.3, 2.9)
d. Multiple Instruction Issue, CPI <1 Approaches: Superscalar, VLIW. Hardware-Based Speculation: Speculative Tomasulo. (Fourth Edition: Chapter 2.6-2.8)
e. Data Parallelism & Loop-Level Parallelism (LLP) Analysis. GCD Test. Software Pipelining. 
FYI: Brief Introduction to Vector Processing. (Fourth Edition: Appendix G.1-3)
f. Limits on ILP (chapter 3)
3.       Hierarchical memory system, cache memory, virtual memory, performance and design   tradeoffs
a. Review of Memory Hierarchy & Cache Basics. 3Cs of Cache Misses, Cache Write Strategies & Performance. Multi-Level Cache. (Fourth Edition: Chapter 5.1 and Appendix C.1-C.3)

b. The Memory Hierarchy: Main Memory Issues. Performance Metrics: Latency & Bandwidth. DRAM System Memory Generations. Basic Memory Bandwidth Improvement/Miss Penalty Reduction Techniques. (Fourth Edition: Chapter 5.3)  
c. Virtual Memory (Fourth Edition: Chapter 5.4 and 5.5)  
4. Storage Systems
a. Input/Output & System Performance Issues.(Fourth Edition: Chapter 6.1, 6.2, 6.4, 6.5)

Parallel Architectures  (Culler and Singh, Parallel Computer Architecture: A Hardware/Software Approach)

b. Classification of Multiporcessors, 

c. Coherence Protocols for Shared and Distributed Memory systems (MSI, MESI, Dragon). Memory consistency protocols.

d. Interconnection networks and performance.
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