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protocols) were often needed to support rany custoniers’ intemetwork envi-
ronments.’

The number of protocols that are important in new rouling products today
is much fewer than in the old days. While there is still an installed base of
DECnet, AppteTalk, and even some XNS-based systems, the growth of the
Intemet has made 1P the most important Network-layer protocol by far, and
many of the protocols that used to be popular have fallen by the wayside..
Most corporations, universities, and other institutions are building (or migrat-
ing) their enterprise networks to {P-only operation. In n(I(IiLio[l, most ngacy
protocols can be encapsulated into 1P, making an 1P-only routing soluuo.n
acceptable for many high-speed backbone networks. Thus, a Layer 3 switch
may only need to implement hardware-based routing for IP. Other pl:otocols
(if needed) can be implemented in software; they are generally required n\olr‘c
for conneclivity to a sirinking installed base than for performance reasons.

In addition, 1P has matured as a protocol. The operation and behavior of the
IP rouling core is well-defined, and 1s unlikely to change significantly. Indeed,
it would be guite difficult to gain widespread acceptance for any clmn‘gc tll\:IL
caused an incompatibility with the tens-of-millions of installed 1P devices.
This is an important factor for Layer 3 switching. A traditional software-based
router is more amenable to changes and updates without incurring field hard-
ware replacenent. With the stability of IP, the risk of hardware implenienta-

tion is greatly reduced.

4.4.2.1 Separating Fast Path Functionality

A router with even a few ports operating at very high data
rates must be prepared to handie millions of packets per
second. Enterprise routers supporting moderate-to-large
numbers of ports operating at gigabit data rates and higher
need to process tens-to-hundreds of millions of packets
per second in real-time. However, most Network-layer pro-
tocols provide many features and functions that cither are
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sary functlonality and support protocols) ls Impractical in hardware today;
fortunately, it 1s also unnecessary. A router does not need to be able to per-
form wire-gpeed routing when infrequently-used options are present in the
packet. Since these boundary cases generally comprise only a small fraction
of the total traffic, they can be handled as exception conditions. Similarly,
there is no need to provide (and pay for) high performance for housekeeping
and support functions such as [CMP, SNMP, and so on. The switch architec-
ture can be optimlzed for thoge functions that must be performed in real-time,
on a packet-by-packet basls, for the majority of packets, known as the fast ™
patlof the flow.'* A Layer 3 switch only needs to implement this fast path in
hardware. For background tasks, or exception conditions that must only be
dealt with on an occasional basls, 1t Is both casler and less expensive to use a
traditional software Implementation."’

4.4.2.2 The IP Fast Path

What are those functions of the protocol that are In the fast path? This varies
somewhat from protocol-to-protocol, but for the purpose of this discussion
we will conslder the case of IP unicast traffic, because:

w [P is the most widely used protocol suite in enterprise networks today.

= [P comprises a superset of the functionality of popular connectioniess
network protocols; that is, most other protocols incorporate a subset of
the capabillties of [P. The IP fast path Is therefore the most complex that
needs to be Investigated.

s [P multicast traffic currently comprises a small fraction of the total traf-
fic on most [P internetworks, and therefore does not currently justify
fast path handling.'

" The tenn fast path comes from the way protocol processing software ts typlcally designed.
The code thrend that Is traversed most often ls scrutinized and optimlzed most by the program-
mer, as it has the greatest effect on system performance. Packets that do not deviate from the

typleal (Le., they generate no excepton conditions) receive the highest performance because
rarely used (c.g., rouling opLionS) or that can be pcrfor.mcd the boundaw L::Iny rnsnlrc fc\:cg Instructons to groccﬂ (thls cod)e path is execuglhed {az:cr).
in the background of high-speed data forwarding (routing case. " This approach does have one nasty pitfall; there Is a class of security attack that can be ,
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protocol operation, performance monitoring, ctc.). A com-
plete 1P routing implementation (including all of the neces-

CARer I IPX and AppleTatk are the most widely deployed prn‘|n(‘l-)|s In Ql\l('n)r‘isn hu.r-.nwl- "
works, Same eommercial Layer 3 switches do support IPX routing in hardware in addition to TP,
“ While there Is considerable nctivity in the area of new routing protoculs, mu.llh-:\.?u ()|)('f.’|l|l!l-l.

resonree resenvation (IRSVP), and so on, the core functionality of i 1* router is quute stable. The
rowting table jookup, lifetime control, fragmenta-

aperations required o perfonn packet parsing, ) | line o
committed 1o silicon with little risk.
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mounted by sending high volumes of trafMic that the attacker knows will traverse the slow path
with the intent to overload the proceasor executing the exception conditon software. Under
such overload, It is possible that the router may fall altogether or be unable to perform some
other mportant functlon, allowing an intruder to bypass security control mechanisms and/or
avill detectlon.

" This assumption may change If efther volce/video conferencing or streaming multicast video
over [P beging to see widespread nse. Depending on the switch architecture and the argamization
of the tonting tables, i I8 actiadly possible to implement multicast handling in the fast path wath
little impact an codt or complexity; some Eayer 3 switches today already provide this capability
The diseusstion in the text ix confined to the nnicast ease for simplicity and to avoid restricung
the disenssion to specific table organizations (e g, compressed binary trees).
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The format of an 1P datagram is depicted in Figure 4.6, The Options field(s)

2 z IP Address

is present only if the Header Length field indicates that the header is longer - o . s ur s e i
than five 32-bit words (20 byles). This fact will be useful for separating those LI A O L N
packets that contain IP routing options, which do not normally need Lo be EER TR e i TR TR T "’J“.“"u 1 l

handled in the fast path.
IP addresses are 32-bit, fixed-length ficlds that comprise two portions:

m A network identifier, which indicates the network on which the
addressed station resides.

= A station identifier, denoling the individual station within the network
to which the address refers. 1P station identifiers arc locally-unique,
being meaningful only in the context of the network identified in the net-
work portion of the address.

An example of this separation is shown in Figure 4.7.

Each IP address has associated with it a subnet mask of the saune length as
the address (32 bits). The bits of the address that comprise the network por-
tion are identified by setting the corresponding bits of the subnet mask to I;

the sku:lllotn portuzl: 0(!; the IP address is identified by those bits of the subnet subnet masks as 32-bit strings of ones and zeros; all of F——
mask that are set Lo 0. the relevant informatlon can be provided by a 6-bit value assigning discon-
— indicating the number of leading bits that comprise the tiguous subnet |
N network portion of the address. This condensation can masks will be
g g S § “E' ] be used to advantage In high-speed routing table lookup summarily
g Ei% 6 operations, Aslde from the dependence of some lookup o exeated. L ‘
HP8 of sarvice fags algorithms on this common subnet convention, the use Sl
of discontiguous subnet masks can create huge difficul- J
S ties in adminlstering and managing an enterprise network. In particular, it
bit 0 34 78 15 16 18 19 31 becomes difficult even to determine which stations belong to the same net-
Verslon ﬁ::d‘errl Type Of Service j Packet Lenglh work from a casual inspection of their addresses. As a result, any deviation
9 from the conventlon of using contiguous subnet masks Is highly discouraged
unique Idenlifler Flags Fragment Ollset in practice.
Time Yo Live I Client Protoco! Hender Checksum Aa dcpl(.'lc&l In F‘g“fc 4.8, the fast pﬂ'.h for unicast [P routing entails:

Source Address

Desiination Address

Optlons (not present unless used)

Higher-Laysr Clierit Data Payload

Figure 4.6 IP dnlagra}n format.
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While not strictly required by IP, the network and sta-
tion portions of the address gencrally comprise contigu-
ous strings of blts, with the network portion being the
first bits and the station portion the remaining bits.
Using this convention, It I8 utinecessary to actually store

Setfert’s Law of
Networking #29

Packet parsing nnd valldatlon The router needs Lo separate the various
ficlds in the received packet to determine the type of handling required
and to check that the received packet is properly formed for the protocol
before proceeding with prolocol processing. In the case of [P, this means:

= Checking the protocol version number.

= (Checking the header length field. The value must indicate a minimum
of five 32-bil. words (20 hytes) for a valid IP header;, a higher valun
indicates that IP options are present in the packet

s Caleulating the header checksum.
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IP fast path.

1/

= Validaling the Source Address (c.g., rejecling multicast sources).

Packelts with errors can be passed to an error handler that operates
outside the fast path. Similarly, packets requiring special handling
(e.g., incorporating IP routing options such as source routing or
route recording) can also be handled as exception cases outside of
the fast path.'®

Routing table lookup The router performs a table lookup to determine
the output port onto which to direct the packet, and the next hop alaug
this route, based upon the network portion of the Destination Address in
the received packet. The result of this lookup will be that either:

wm  The destination network is reachable only by forwarding the packet
{o another rouler (vemote network). This may occur due to a match of
the destination network against a known table entry, or to the selec-
tion of a default route in the event of an unknown destination net-
work. In either case, the lookup will return the address of the next-hop
router, and the port through which that router can be reached.”

= The destination network is known to be directly-attached to the
router. The lookup will return the port through which this directly-
attached network is reachable, including the possibility of using an
internal port (or pseudo-port) for sinking packets addressed to the
router itsell. For directly-attached networks, an additional step must
be taken to map the station portion of the destination address to the
data link nddress for the output port (address resolution using the
ARP cache, discussed later).

It should be noted that table lookup in an [P router may be consider-
ably more complex than for a bridge. At the Data Link layer, addresses
are 48-bit, fixed-length felds. In addition, the address space {s fat; there
is no hierarchy or relevant subdlivision of the address into distinct parts.
Thus, address lookup In a bridge entalls searching for an exact match on
a fixed length field. This relatively straightforward operation lends itself
well to the algorithms and technologles discussed in Chapter 2, Truns-
parent Bridges (hash tables, CAMs, etc.).

IP addresses comprise two parts: the network identifier and the station
identifler. The routing lookup operation In an IP router is used to deter-

"* With Increased alllcon Integration, it may be possible ta handle these exception cases in fast
path hardwnre ns well. However, few [P packets trxlay requlre option processing. [P optinns are
nged primarlly for test, dlagnostle, and contral purposes, and comprise a tny fraction of the total
traffie on most Intemetworks.

T me special case mnst alsa be considerad, where the destination network is unknown yet thers
is no defanlt route configured. Inthis ease, the packet will be discarded, and (aptionally) an
[N Destination Ueyeachable message will be sent to the originator.
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mine the output port and next-hop data associated just with the network
identifier portion of the address. The station identifier portion is exaumnined
only in the event that the network lookup indicates that the destination is
locally-attached. In all but the simplest [P configurations, the dividing line
between the network identifier and the station identifier will not be in a
fixed position throughout the internetwork. Routing table entries can exist
for network identifiers of various lengths, from 0 (usually signifying a
default route) to 32 bits (for host-specific routes). A given destination
address may yield a valid match simultancously against multiple .entries in
the routing table, depending on the number of bits being considered.
According to [P rouling procedures, the lookup result returned should be
the one corresponding to the entry that matches the maximum number of
bits in the network identifier. Thus, unlike a bridge, where the luoikup is
for an exact match against a fixcd-length field, IP routing lookups imply a
scarch for the longest match against a variable-length field.

Appropriate algorithms for such a search are necessarily more com-
plex than those suitable only for bridging. Many routers use a com-
pressed binary tree (c.g., a radix or PATRICIA tree) data structure, which
lends itselfl well to variable-length searches. In addition, a binary tree may
allow the routing table to be integrated with the ARP cache, as discussed
later. It may even be possible to incorporate Layer 2 bridge tables within
the same data structure; a binary tree permils a combined Layer Z1Layer 3
switch Lo use one common data structure and lookup engine for both
functions. While a pure Layer 2 device would generally'not need the
added complexily required to support vacdiable length lookups, it costs lit-
tle or nothing to usc the more-powerful mechanisni for the simpler bridge
lable lookups, if it is available.

Many hardware-based Layer 3 switches implement the lookup engine
as a finite-state machine, with the data structure stored in RAM. Some
semiconductor manufacturers produce merchant silicon products specifi-
cally designed for routing table lookup in 1P routers, either as state
machines or as content-addressable memories (CAM).

Mapping the destination to a local Data Link address (ARP map-

ping) The structure of Nelwork layer addresses in IP does not provide
asimple mapping to Data Link addresses [or the common casc of a Data
Link that uses 48-bit addresses (l.c., for an [EEE 802-typc LAN). That is, it
is not possible Lo determine the 48-bit Data Link address lor a given sta-
tion solely from the station portion of the IP address. Thus, for packets
destined for stations on locally-attached networks (i.c., the case where
the router in question comprises the lust Network layer hop in the roate),
wemust performn a second lookup operation to find the destination
address to use in the Data Link header of the fraune encapsulating the for-

warded pagket. Depending on the organization of the lookup tables, this
could be a secondary operation (l.c., independent routing table and ARP
cache) or simiply a continuation of the lookup operation that determined
that the destination network was locally attached. -

The result of this final lookup will fall Into one of tlwee classes:

1. The packet is destined for the router itsclf. That s, the IP Destination
Address (network and station portion combined) corresponds to one
of the IP addresses of the router. In this case, the packet must be
passed Lo the appropriate higher-layer entity within the router and not
forwarded to any external port.

2. The ARP mapping for the indicaled station is unknown. In this case,
the router must Initiate a discovery procedure (ARP request) to deter-
mine the mapping. As this may take some time, the router may drop
the packet that resulted in the initiation of the discovery procedure.
Thus, ARP request generation can be outside the fast path of the rout-

' ing code. Under steady-state conditions, the router will have a valid
mapping avallable for all currently-<communicating stations; the dis-
covery procedure will only need to be Invoked upon [nitiation nf a
new communlcation session with a station previously-unheard-from.

3. The packet is destined for a known station on the directly-attachrd
network. In this, the most common case, the router successfully deter-
mines the mapping from the ARP cache and continues with the rout-
ing process.

Fragmentation Each avallable output port has assoclated with it a Mwri-
mum Transmission Unit (MTU). The MTU Indicales the largest [rame
data payload that can be carried on the Interface; it s generally a function
of the particular networking technology In use (Ethernet, Token Ring,
PP, etc.). If the packet being forwarded is larger than the available pay-
load space as Indlcated by the MTU, the packet must be [ragmented into
smaller pleces for transmlsslon on this particular network.

Reniember that a hridge Is unable to fragment (rames when forwarding
between LANs of dissimilar MTUs, since connectionless Data Links gen-
crally have no mecharism for fragment reassembly In the receiver (see
Chapler 3, Bridging betiveen Technologies). At the Network layer, IP is
capable of overcomling this limitation; packets can be subdivided into
smaller pleces if needed to traverse a link with a smaller MTU. However.
fragmentation Is a mixed blessing. While it does provide the means to
communicate across dissimilar link technologies, the processing burden
toraceomplish the fragmentation is signilicant.

In the case of a non-fragmented packet, the router’s job (betsween
packet reception and packet trausmission on the output port) comprises
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