CE317 : Computer Methods in Civil Engineering

Lecture 14(: Curve Fitting-Linear Regression

Consider the following experimental data describing the relation between a dependent quantity y and an independent variable x.
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	Point
	x
	y

	1
	5
	0.6

	2
	10
	2.6

	3
	15
	2.3

	4
	20
	4.6

	5
	25
	4.3

	6
	30
	6.6

	7
	35
	6.3


We would like to represent the relationship between y and x by a simple curve, say a straight line. So that:
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where e is the error which is equal to the difference between the experimental value and the value predicted by the straight line (predicted value) . The values of a0 and a1 should be chosen such that the error e is minimized. How?

 

Three ways to minimize the error:

1- By minimizing the sum of errors at all data points. Mathematically, it means:
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2- By minimizing the sum of the absolute values of errors at all data points:
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3- By minimizing the sum of the squares of errors at all data points:
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It is obvious from the above discussion that the third method is the most appropriate one. The coefficients a0 and a1 can be obtained by minimizing the above sum with respect to a0 and a1 which yields the following formulae:
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The above procedure is called Least Squares fit of a straight line or linear regression.

Example1

Use least squares (linear regression) to fit a straight line to the data given above and compare the predicted values (calculated by a0 + a1 x) to the experimental values of y. 

	Point
	x
	y

	1
	5
	0.6

	2
	10
	2.6

	3
	15
	2.3

	4
	20
	4.6

	5
	25
	4.3

	6
	30
	6.6

	7
	35
	6.3


Solution:

a0 and a1 can be computed by constructing the following table:

	xi
	yi
	xi2
	xi yi

	5
	0.6
	25
	3

	10
	2.6
	100
	26

	15
	2.3
	225
	34.5

	20
	4.6
	400
	92

	25
	4.3
	625
	107.5

	30
	6.6
	900
	198

	35
	6.3
	1225
	220.5

	140


	27.3


	3500


	681.5
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To compare the predicted values to the experimental values:

	xi


	yi


	y(estimated)

= a0+a1xi

	5
	0.6
	0.99

	10
	2.6
	1.96

	15
	2.3
	2.93

	20
	4.6
	3.9

	25
	4.3
	4.87

	30
	6.6
	5.84

	35
	6.3
	6.80


( Important: This handout is only a summery of the lecture. The student  take detailed notes during the class and refer to the textbook for more examples and discussion.
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