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Instructions. 

1. Please turn off your cell phones and place them under your chair. Any student caught with mobile phones on during the 

exam will be considered under the cheating rules of the University. 

2. If you need to leave the room, please do so quietly so not to disturb others taking the test. No two person can leave the room 

at the same time. No extra time will be provided for the time missed outside the classroom. 

3. Only materials provided by the instructor can be present on the table during the exam. 

4. Do not spend too much time on any one question. If a question seems too difficult, leave it and go on. 

5. Use the blank portions of each page for your work. Extra blank pages can be provided if necessary. If you use an extra page, 

indicate clearly what problem you are working on. 

6. Only answers supported by work will be considered. Unsupported guesses will not be graded. 

7. While every attempt is made to avoid defective questions, sometimes they do occur. In the rare event that you believe a 

question is defective, the instructor cannot give you any guidance beyond these instructions.  

8. Mobile calculators, I-pad, or communicable devices are disallowed. Use regular scientific calculators or financial calculators 

only. Write important steps to arrive at the solution of the following problems. 

 
The test is 180 minutes, GOOD LUCK, and you may begin now! 

 

Part Question  Total Marks  Marks Obtained  Comments 

A 1 4+2+3+5=14 

 

  

 2 4 

 

  

 3 4+4+2 = 10  

 

  

 4 3+3+3 = 9  
 

  

 5 5+5 = 10 

 

  

 6 3+3+3 = 9  

 

  

 7 4+5 = 9 

 

  

B 8 4+5 = 9 

 

  

 9 5+5+2 = 12 

 

  

 10 8+2+2+4=16  

 

  

 Total 100 

 

100  

 
Extra blank page 

 



Part A. Concepts 

1. (4+2+3+5=14 points) Let {𝑌𝑡} be quarterly data from a special ARIMA process of the form             

𝑌𝑡 = 𝜙𝑌𝑡−4 + 𝑒𝑡.
a) Find the range of values of 𝜙 for which the process is stationary. 

b) Write the correct order (p and q) of this stationary ARIMA process.  

c) Write an alternative but identical seasonal model to your answer to (b) above. 

d) Express this model in the general linear process form to find 𝜓4 and 𝜓5. 
Solution: 

a) If {𝑌𝑡} is stationary, then 𝑉𝑎𝑟(𝑌𝑡) = 𝜙2𝑉𝑎𝑟(𝑌𝑡−4) + 𝜎𝑒
2. But, by stationarity, 𝑉𝑎𝑟(𝑌𝑡) = 𝑉𝑎𝑟(𝑌𝑡−4). 

Solving this gives 𝑉𝑎𝑟(𝑌𝑡) = 𝜎𝑒
2 1

1−𝜙2.  Hence, we must have −1 < 𝜙 < 1. 

 

b) ARMA(4,0) with 𝜙
1

= 𝜙
2

= 𝜙
3

= 0,  and    −1 < 𝜙4 < 1. 

c) ARMA(0,0)x(1,0)4  with s = 4 and −1 < Φ < 1. 

d) 𝑌𝑡 = 𝑒𝑡 + ∑ 𝜓𝑗
∞
𝑗=1 𝑒𝑡−𝑗 where 𝜓

0
= 1, 

𝜓
1

− 𝜙
1
𝜓

0
= 0 → 𝜓

1
− (0)(1) = 0 → 𝜓

1
= 0, 

𝜓
2

− 𝜙
1
𝜓

1
− 𝜙

2
𝜓

0
= 0 → 𝜓

2
− (0)(0) − (0)(1) = 0 → 𝜓

2
= 0, 

𝜓
3

− 𝜙
1
𝜓

2
− 𝜙

2
𝜓

1
− 𝜙

3
𝜓

0
= 0 → 𝜓

3
− (0)(0) − (0)(0) − (0)(1) = 0 → 𝜓

3
= 0, 

𝜓
4

− 𝜙
1
𝜓

3
− 𝜙

2
𝜓

2
− 𝜙

3
𝜓

1
− 𝜙

4
𝜓

1
= 0 → 𝜓

4
− (0)(0) − (0)(0) − (0)(0) − (𝜙)(1) = 0 → 𝜓

4
= 𝜙, 

𝜓
5

− 𝜙
1
𝜓

4
− 𝜙

2
𝜓

3
− 𝜙

3
𝜓

2
− 𝜙

4
𝜓

1
= 0 → 𝜓

5
− (0)(𝜙) − (0)(0) − (0)(0) − (𝜙)(0) = 0 → 𝜓

5
= 0. 

Or 𝑒𝑡 = 𝑌𝑡 − 𝜙𝑌𝑡−4  and   𝑌𝑡−4 = 𝜙𝑌𝑡−8 + 𝑒𝑡−4. 

𝑌𝑡 = 𝑒𝑡 + 𝜙𝑌𝑡−4 = 𝑒𝑡 + 𝜙(𝜙𝑌𝑡−8 + 𝑒𝑡−4) = 𝑒𝑡 + 𝜙𝑒𝑡−4 + 𝜙2𝑌𝑡−8.  

Comparing this with  𝑌𝑡 = 𝑒𝑡 + ∑ 𝜓𝑗
∞
𝑗=1 𝑒𝑡−𝑗 we have 𝜓

4
= 𝜙 and 𝜓

5
= 0. 

 

 

2. (4 points) A stationary time series of length 169 produced sample partial autocorrelations of 𝜙̂11 = 0.9,
𝜙̂22 = −0.7, 𝜙̂33 = 0.09, and 𝜙̂44 = 0.00. On the basis of this information alone, what model should 

be tentatively specified for this series?

Solution: (Similar to Q6.13) Since 
2

√169
=

2

13
= 0.153846153 and only 𝜙̂11 and 𝜙̂22 are beyond this 

limit, we should tentatively specify an AR(2) for this data. 

 

 

  



3. (4+4+2=10 points) The following partial data from tempdub file provides the monthly temperature for 

24 months from Jan 1973 to December 1975 in Dubuque, Iowa. 

 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

1973 22.5 25.7 42.3 45.2 55.5 68.9 72.3 72.3 62.5 55.6 38.0 20.4 

1974 17.6 20.5 34.2 49.2 54.8 63.8 74.0 67.1 57.7 50.8 36.8 25.5 

1975 20.4 19.6 24.6 41.3 61.8 68.5 72.0 71.1 57.3 52.5 40.6 26.2 

With these data, the following outputs were obtained: 
Output A      Output B     

Coefficient Estimate Std. Error t-value Pr(>|t|)  Coefficient Estimate Std. Error t-value Pr(>|t|) 

January 20.167 2.177 9.265 2.14e-09 ***  Intercept 20.167 2.177 9.265 2.14e-09 *** 

February 21.933 2.177 10.076 4.24e-10 ***  February 1.767 3.078 0.574 0.571380 

March 33.700 2.177 15.482 5.44e-14 ***  March 13.533 3.078 4.396 0.000193 *** 

April 45.233 2.177 20.780 < 2e-16 ***  April 25.067 3.078 8.143 2.30e-08 *** 

May 57.367 2.177 26.354 < 2e-16 ***  May 37.200 3.078 12.084 1.08e-11 *** 

June 67.067 2.177 30.810 < 2e-16 ***  June 46.900 3.078 15.235 7.73e-14 *** 

July 72.767 2.177 33.429 < 2e-16 ***  July 52.600 3.078 17.087 6.17e-15 *** 

August  70.167 2.177 32.235 < 2e-16 ***  August  50.000 3.078 16.242 1.90e-14 *** 

September 59.167 2.177 27.181 < 2e-16 ***  September 39.000 3.078 12.669 4.03e-12 *** 

October 52.967 2.177 24.333 < 2e-16 ***  October 32.800 3.078 10.655 1.40e-10 *** 

November 38.467 2.177 17.672 2.91e-15 ***  November 18.300 3.078 5.945 3.90e-06 *** 

December 24.033 2.177 11.041 6.87e-11 ***  December 3.867 3.078 1.256 0.221182 

Signif. codes: 0 `***' 0.001 `**' 0.01 `*' 0.05 `.' 0.1 ` ' 1 

Residual standard error: 3.77 on 24 degrees of freedom 

Multiple R-squared: 0.9963, Adjusted R-squared: 0.9944 

F-statistic: 535.4 on 12 and 24 DF, p-value: < 2.2e-16 

 Signif. codes: 0 `***' 0.001 `**' 0.01 `*' 0.05 `.' 0.1 ` ' 1 

Residual standard error: 3.77 on 24 degrees of freedom 

Multiple R-squared: 0.9725, Adjusted R²: 0.9599 

F-statistic: 77.19 on 11 and 24 DF, p-value: 5.667e-16 

   

a) Write the model estimated by both outputs. 

    Output A Model:                                                                                                                    . 

 

    Output B Model:                                                                                                                    . 

 

b) Compare the results for the month of December in output A to output B. Explain any discrepancy in 

results. 

 

 

 

 

 

c) Explain why the models in output A and B above are less preferred compared to a seasonal ARIMA 

model. 

                                                                                                                                                            .   

                                                                                                                                                            .   

                                                                                                                                                            .   

                                                                                                                                                            .   

                                                                                                                                                            .   

 

 

 

 



 

4. (3+3+3 = 9 points) Assuming that the following data arise from a stationary process, calculate method 

of moments estimates of , 0, and 1:  

6 5 4 6 4 

 

Solution: See Exercise 7.2 p 170. 

𝜇̂ =
6 + 5 + 4 + 6 + 4

5
= 5. 

𝛾0 =
(6 − 5)2 + (5 − 5)2 + (4 − 5)2 + (6 − 5)2 + (4 − 5)2

5 − 1
=

4

4
= 1. 

  

𝜌̂1 = 𝑟1 =
(6 − 5)(5 − 5) + (5 − 5)(4 − 5) + (4 − 5)(6 − 5) + (6 − 5)(4 − 5)

4
=

−1

2
. 

 

 

 

 

 

 

 

 

 

5. (5+5 = 10 points) Based on a series of length n = 200, we fit an AR(2) model and obtain residual 

correlations of 𝑟̂1 = 0.13, 𝑟̂2 = 0.13, 𝑎𝑛𝑑 𝑟̂3 = 0.12. If 𝜙̂1 = 1.1  and 𝜙̂2 = −0.8, do these residual 

autocorrelations 

a) individually provide support for AR(2) specification?  

b) jointly provide support for AR(2) specification? (Hint: Use the Ljung-Box test) 

Solution: See Exercise 8.1 p 188. 
a) If we look at the residuals individually,  

From Equation (8.1.8), page 182, √𝑉𝑎𝑟(𝑟̂1) = √𝜙2
2/𝑛 = √(−0.8)2/200 = 0.057 so that 𝑟̂1 = 0.13 is “too large.” 

From Equation (8.1.9), page 182, √𝑉𝑎𝑟(𝑟̂2) = √(𝜙2
2 + 𝜙1

2(1 + 𝜙)2)/𝑛 = 0.059 so that 𝑟̂2 = 0.13 is “too large.”  

From Equation (8.1.10), page 182, for k > 2, √𝑉𝑎𝑟(𝑟̂𝑘) = √1/𝑛 = √1/200 = 0.071 so that 𝑟̂3 = 0.12 is OK. 

 

b) Jointly, we use the Ljung-Box statistic. 

The Ljung-Box, statistic, 𝑄∗ = 𝑛(𝑛 + 2) (
𝑟̂1

2

𝑛−1
+

𝑟̂2
2

𝑛−2
+

𝑟̂3
2

𝑛−3
) = 200(202) (

0.132

199
+

0.132

198
+

0.122

197
) = 9.83. 

If the AR(2) specification is correct, then Q* has (approximately) a chi-square distribution with 3 − 2 = 1 degree of freedom. 

However, Pr(𝜒1
2 > 9.83) = 0.0017 so that these residual autocorrelations are (jointly) too large to support the AR(2) 

model. 

 

 

 

 

 

 

 

 

 

 



 

6. (3+3+3 = 9 points) For an AR(1) model with 𝑌𝑡 = 12.2, 𝜙 = −0.5, and 𝜇 = 10.8.  

a) Find 𝑌̂𝑡(1). 

b) Calculate 𝑌̂𝑡(2). 

c) Find 𝑌̂𝑡(10). 

Solution: See Exercise 9.1 p. 213. 

a) From Equation (9.3.6), page 193,  

𝑌̂𝑡(1) = 𝜇 + 𝜙(𝑌𝑡 − 𝜇) = 10.8 + (−0.5)(12.2 − 10.8) = 10.1. 
b) From Equation (9.3.7), page 193,  

𝑌̂𝑡(2) = 𝜇 + 𝜙(𝑌̂𝑡(1) − 𝜇) = 10.8 + (−0.5)(10.1 − 10.8) = 11.5. 
Alternatively, 

𝑌̂𝑡(2) = 𝜇 + 𝜙2(𝑌𝑡 − 𝜇) = 10.8 + (−0.5)2(12.2 − 10.8) = 11.5. 
c) From Equation (9.3.8), page 194, 

𝑌̂𝑡(10) = 𝜇 + 𝜙10(𝑌𝑡 − 𝜇) = 10.8 + (−0.5)2(12.2 − 10.8) = 10.801367 ≈ 𝜇. 
 

b) The model is a stationary, seasonal ARIMA(2,0,0)×(1,0,0)12 with 𝜙1 = 1.6, 𝜙2 = −0.7, and Φ = 

0.8. Expanded out it would be 

𝑌𝑡 = 1.6𝑌𝑡−1 − 0.7𝑌𝑡−2 + 0.8𝑌𝑡−12 − 1.6(0.8)𝑌𝑡−13 + 0.7(0.8)𝑌𝑡−14 + 𝑒𝑡 

     = 1.6𝑌𝑡−1 − 0.7𝑌𝑡−2 + 0.8𝑌𝑡−12 − 1.28𝑌𝑡−13 + 0.56𝑌𝑡−14 + 𝑒𝑡 
 

7. (4+5 = 9 points) An AR model has AR characteristic polynomial 
(1 − 1.6𝑥 +  0.7𝑥2)(1 − 0.8𝑥12) 

a) Is the model stationary? 

b) Identify the model as a certain seasonal ARIMA model and write the model. 

Solution: See Exercise 10.2 p. 246. 

a) Since Φ = 0.8, the seasonal part of the model is stationary. In the nonseasonal part, 𝜙1 = 1.6 and 

𝜙2 = −0.7. These parameter values satisfy Equations (4.3.11) on page 72. Therefore the complete 

model is stationary. 

b) The model is a stationary, seasonal ARIMA(2,0,0)×(1,0,0)12 with 𝜙1 = 1.6, 𝜙2 = −0.7, and           

Φ = 0.8. Expanded out it would be 

𝑌𝑡 = 1.6𝑌𝑡−1 − 0.7𝑌𝑡−2 + 0.8𝑌𝑡−12 − 1.6(0.8)𝑌𝑡−13 + 0.7(0.8)𝑌𝑡−14 + 𝑒𝑡 

     = 1.6𝑌𝑡−1 − 0.7𝑌𝑡−2 + 0.8𝑌𝑡−12 − 1.28𝑌𝑡−13 + 0.56𝑌𝑡−14 + 𝑒𝑡 
 

 

  



Name:___________________________________________________ ID#:_________ Serial #:___ 

Part B. Analysis. 

 

Direction: Use R software to conduct appropriate analysis to answer the following questions. Be sure to save 

your important outputs and graph into MSWORD file under your name and email this file to the instructor at 

the end of the exam. 

 

8.  (4+5=9 points) The data file named “deere3” contains 57 consecutive measurements recorded from a 

complex machine tool at Deere & Co. The values given are deviations from a target value in units of 

ten millionths of an inch. The process employs a control mechanism that resets some of the parameters 

of the machine tool depending on the magnitude of deviation from target of the last item produced.  

a) Display the time series plot of this series and comment on its appearance. Would a stationary model 

be appropriate here? 

b) Display the sample ACF and PACF for this series to select tentative orders for an ARMA model for 

the series. 

  Solution: See Exercise 6.35 p. 147. 

a)  
>data(deere3); plot(deere3,type='o',ylab='Deviation') 

This plot looks reasonably stationary with the possible exception of the last few observations. 

 

b)  
> win.graph(width=3.25,height=3,pointsize=8); acf(deere3); pacf(deere3) 

Based on these displays, we would tentatively specify an AR(1) model for this series.  



9. (5+5+2 = 12 points) The data file named “robot” contains a time series obtained from an industrial 

robot. The robot was put through a sequence of maneuvers, and the distance from a desired ending 

point was recorded in inches. This was repeated 324 times to form the time series. 

a) Estimate the parameters of an AR(1) model for these data and complete the blanks below. 
 ar1 Intercept 

  0.0015 

s.e.  0.0528  

sigma^2 estimated as        : log likelihood =        , aic =       .         

 

b) Estimate the parameters of an IMA(1,1) model for these data 
Coefficients: 

        ma1 

     -0.8713 

s.e.  0.0389  

 

sigma^2 estimated as         : log likelihood =        , aic =        . 

 

c) Comparing the results from parts (a) and (b) in terms of AIC, decide the better model for this data. 

Solution: See Exercise 7.29 p. 174. 
a) > data(robot); arima(robot,order=c(1,0,0)) 

Call: 

arima(x = robot, order = c(1, 0, 0)) 

 

Coefficients: 

 ar1 Intercept 

 0.3076  0.0015 

s.e.  0.0528 0.0002 

 

sigma^2 estimated as 6.482e-06: log likelihood = 1475.54, aic = -2947.08 

 

Notice that both the ar1 and intercept coefficients are significantly different from zero statistically. 
 

 

b) > arima(robot,order=c(0,1,1)) 
Call: 

arima(x = robot, order = c(0, 1, 1)) 

 

Coefficients: 

ma1 

     -0.8713 

s.e. 0.0389 

 

sigma^2 estimated as 6.069e-06: log likelihood = 1480.95, aic = -2959.9 

 

The ma1 coefficient is significantly different from zero statistically. 

 

c) The nonstationary IMA(1,1) model has a slightly smaller AIC value but the log likelihoods and AIC values are very 

close to each other. So, IMA(1,1) is the better model. 

 

  



10. (8+2+2+4=16 points) The data file oil.price contains a time series of oil price. The time series plot of 

the difference of logarithms of the oil price series is given below for reference.  

 
> plot(diff(log(oil.price)),type='o',ylab='Diff(Log(oil.price))') 

The difference of the logarithms looks fairly stable except for possible outliers at the beginning 

(February 1986) and at August 1990. 
 

a) The EACF plot for the difference of logarithms of oil price series suggests an AR(1) or possibly an 

AR(4) model.  

1) Estimate both these models using maximum likelihood and complete the output below.  
Coefficients: 

         ar1 

      0.2364 

 s.e. 0.0660 

 

sigma^2 estimated as 0.006787: log likelihood = 258.55, aic = -515.11 

 

Coefficients: 

         ar1     ar2    ar3     ar4 

      0.2673 -0.1550 0.0238 -0.0970 

 s.e. 0.0669  0.0691 0.0691  0.0681 

 

sigma^2 estimated as 0.006603: log likelihood = 261.82, aic = -515.64 

 

2) Do an overfit analysis of the better of the two models and appropriately complete the output 

below. 
Coefficients: 

          ar1     ar2    ar3     ar4      ar5 

       0.2630 -0.1436   0.0000  0.0000  0.0000   

  s.e. 0.0666  0.0673   0.0000  0.0000  0.0000   

 

sigma^2 estimated as 0.00666: log likelihood = 260.81, aic = -517.61 

 

b) The ACF of the difference of logarithms of oil price series suggests an MA(1) model. Estimate this 

model by maximum likelihood and complete the output below. 
Coefficients: 

          ma1 

       0.2956 

  s.e. 0.0693 

 

sigma^2 estimated as 0.006689: log likelihood = 260.29, aic = -518.58 

 

c) Which of the models, (AR(1), AR(4), the overfit, or MA(1)) would you prefer given results in (a) 

and (b) above?  

d) Perform diagnostic tests for the preferred model in (c). 


