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Q1. The UK retail sales from Jan 1986 to Mar 2007 was analyzed. 

Using the following summary and plot,   

                 Estimate  Std. Error   t value   Pr(>|t|) 
Intercept    -7334.9763   307.0736       -23.89   <2e-16 *** 

time(retail)        3.7171      0.1538         24.17   <2e-16 *** 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 15.07 on 253 degrees of freedom 

Multiple R-squared:  0.6978,    Adjusted R-squared:  0.6966  

F-statistic: 584.1 on 1 and 253 DF,  p-value: < 2.2e-16 

a) Write the time series model that was used in the analysis. 

b) Describe any remaining patterns in the data that should be modeled. 

c) Should you use the random cosine model for this data? Why or why not? 

Soln: a) 𝑌𝑡 = β0 + β1 + 𝑋𝑡 

b) Judging from the std residual vs time plot, it seems that seasonal patterns remained 

unmodeled. Also, the variance of the series appear to increase over time. 

c) the random cosine model expects smooth parametric 

seasonal/cyclical pattern over time. There seems to be a 

huge spike for each cycle in the series. The seasonal 

mean trend model might work better. 
 

 

 

 

 
Q2. Suppose that a stationary time series {Yt}, has an autocorrelation of 𝜌𝑘 = 0.45𝑘 for k > 0.  

a) Compute 𝑉𝑎𝑟(�̅�) 

(Hint: For |𝜆| < 1, ∑ 𝜆𝑘 =
1−𝜆𝑘+1

1−𝜆

𝑛
𝑘=0  and ∑ 𝑘𝜆𝑘−1 =

𝑑

𝑑𝜆
[∑ 𝜆𝑘𝑛

𝑘=0 ]𝑛
𝑘=0 ) 

b) For large n, compare the precision of this series with the series Yt = + et, where et is zero-mean white 

noise process.  

Soln: a) First ∑ 𝑘𝜆𝑘−1 =
𝑑

𝑑𝜆
[∑ 𝜆𝑘𝑛−1

𝑘=0 ]𝑛−1
𝑘=0 =

𝑑

𝑑𝜆
(

1−𝜆𝑛

1−𝜆
)  

= (
(1 − 𝜆)(−𝑛𝜆𝑛−1) − (1 − 𝜆𝑛)(−1)

(1 − 𝜆)2 )

= −
𝑛𝜆𝑛−1

1 − 𝜆
+

1 − 𝜆𝑛

(1 − 𝜆)2
. 

𝑉𝑎𝑟(�̅�) =
𝛾0

𝑛
[1 + 2 ∑ (1 −

𝑘

𝑛
) 𝜌k

𝑛−1

𝑘=1

]

=
𝛾0

𝑛
[1 − 2 + 2 ∑ (1 −

𝑘

𝑛
) 𝜆𝑘

𝑛−1

𝑘=0

] 

=
𝛾0

𝑛
[−1 + 2 ∑ 𝜆𝑘

𝑛−1

𝑘=0

−
2𝜆

𝑛
∑ 𝑘𝜆𝑘−1

𝑛−1

𝑘=0

] 

=
𝛾0

𝑛
[−1 + 2 (

1 − 𝜆𝑛

1 − 𝜆
) −

2𝜆

𝑛
(−

𝑛𝜆𝑛−1

1 − 𝜆
+

1 − 𝜆𝑛

(1 − 𝜆)2)] 

=
𝛾0

𝑛
[(

𝜆 − 1 + 2 − 2𝜆𝑛

1 − 𝜆
) + (

2𝜆𝑛

1 − 𝜆
) −

2𝜆

𝑛
(

1 − 𝜆𝑛

(1 − 𝜆)2)] 

=
𝛾0

𝑛
[(

1 + 𝜆

1 − 𝜆
) −

2𝜆

𝑛
(

1 − 𝜆𝑛

(1 − 𝜆)2)] 

=
𝛾0

𝑛
[(

1 + 0.45

1 − 0.45
) −

2(0.45)

𝑛
(

1 − (0.45)𝑛

(1 − (0.45))2)] 

=
𝛾0

𝑛
[
29

11
−

360

121𝑛
(1 − 0.45𝑛)] 

c) Precision = 
𝑉𝑎𝑟(�̅�|𝑚𝑜𝑑𝑒𝑙 𝑎)

𝑉𝑎𝑟(�̅�|𝑚𝑜𝑑𝑒𝑙 𝑏)
=

𝛾0
𝑛

[
29

11
]

𝛾0
𝑛

=
29

11
= 2.9751 

  
  

 


