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Q1: An insurance company insures a large number of homes. The insured value, 𝑋 of a randomly 

selected home is assumed to follow a distribution with density function  
 

𝑓(𝑥) = 3𝑥−4     𝑥 > 1 
 
1. Find the probability that a randomly selected home is insured for at least 1.5.                  (2 pts.) 
 
 

𝑃(𝑋 > 1.5) = ∫ 𝑓(𝑥)
+∞

1.5

𝑑𝑥 = ∫ 3𝑥−4
+∞

1.5

𝑑𝑥 = 𝑥−3|1.5
+∞ =  0 − (− 1.5−3) =  1.5−3 = 0.296 

 
 
 
 
 
 
2. Given that a randomly selected home insured for at least 1.5, what is the probability that it is 

insured for less than 2?                        (5 pts.) 
 
 

𝑃(𝑋 < 2 | 𝑋 > 1.5) =
𝑃(𝑋 < 2 | 𝑋 > 1.5)

𝑃( 𝑋 > 1.5)
=

𝑃(1.5 <  𝑋 < 2)

𝑃( 𝑋 > 1.5)
 

 
From part 1 above  

𝑃(𝑋 > 1.5) = 0.296 
 
And  
 

𝑃(1.5 <  𝑋 < 2) = ∫ 𝑓(𝑥)
2

1.5

𝑑𝑥 = ∫ 3𝑥−4
2

1.5

𝑑𝑥 = 𝑥−3|1.5
2 =   1.5−3 − 2−3 = 0.171 

 
So 
 

𝑃(𝑋 < 2 | 𝑋 > 1.5) =
𝑃(1.5 <  𝑋 < 2)

𝑃( 𝑋 > 1.5)
=

0.171

0.296
= 0.578 

 
 
 
3. Find the expected value for the random variable 𝑋.                     (2 pts.) 

 

𝐸(𝑋) = ∫ 𝑥𝑓(𝑥)
+∞

1

𝑑𝑥 = ∫ 𝑥3𝑥−4
+∞

1

𝑑𝑥 = ∫ 3𝑥−3
+∞

1

𝑑𝑥 =
3

2
𝑥−2|

1

+∞

= 0 − (−
3

2
) =

3

2
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Q2: A probability distribution of the claim size for an auto insurance policy is given in the table 

below: 
 

claim size 20 30 40 50 60 70 80 

probability 0.15 0.1 0.05 0.2 0.1 0.1 0.3 
   
1. Find the mean claim size.           (3 pts.) 

 
 

𝐸(𝑋) = ∑ 𝑥 𝑃(𝑋 = 𝑥) 

= 20(0.15) + 30(0.1) + 40(0.05) + 50(0.2) + 60(0.1) + 70(0.1) + 80(0.3)
= 3 + 3 + 2 + 10 + 6 + 7 + 24 = 55 

 
 
 
 
 
 
2. Find the standard deviation of the claim size.       (3 pts.) 

 

𝜎2 = 𝐸(𝑋2) − (𝐸(𝑋))
2

 

 
  Where  
 

𝐸(𝑋2) = ∑ 𝑥2 𝑃(𝑋 = 𝑥) =

= 202(0.15) + 302(0.1) + 402(0.05) + 502(0.2) + 602(0.1)
+ 702(0.1) + 802(0.3) = 60 + 90 + 80 + 500 + 360 + 490 + 1920
= 3500 

 

𝜎2 = 𝐸(𝑋2) − (𝐸(𝑋))
2

= 3500 − 552 = 470 

 

𝜎 = √470 = 21.79449 
 
 
 
3. What is the percentage of the claims are within one standard deviation of the mean claim 

size.             (3 pts.)  
 
 

𝜇 ± 𝜎 = 55 ± 21.79449 = (33.205, 76.794) 
 

Percentage = 𝑃(40) + 𝑃(50) + 𝑃(60) + 𝑃(70) = 0.05 + 0.2 + 0.1 + 0.1 = 0.45 
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Q3: Suppose that only 60% of all drivers in Al-Khobar wear seat belt. Assume that 𝑋 is a random 

variable denote the number of drivers that wear seat belt 

1. If a random sample of size 𝑛 drivers is selected, state the exact distribution of 𝑋, state any 

assumptions if needed.           (3 pts.) 

Since 𝑋 is a random variable denote the number of drivers that wear seat belt, with the 
 following assumptions 
 
a. Select fix number of drivers 

b. The drivers independent 

c. For each driver, two possible outcome, wear seat pelt or not  

d. Probability for each driver to wear seat belt equally likely for all drivers  

𝑋~ 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ  𝑛 & 𝑝 = 0.6 & 𝑥 = 0, 1, 2, … , 𝑛 

  

  

 

2. A random sample of size 10 drivers is selected, find the probability that less than two drivers 

wear seat belt.                           (2 pts.) 

 

𝑃( 𝑋 < 2) = 𝑃( 𝑋 = 0) + 𝑃( 𝑋 = 1) = 𝐶0
10(0.6)0(1 − 0.6)10 + 𝐶1

10(0.6)1(1 − 0.6)9 

= (0.4)10 + 6(0.4)9 = 0.001677 

 

 

3. A random sample of size 500 drivers is selected, approximate the probability that 𝑋 is 

between 270 and 320 inclusive.          (5 pts.) 

 

Since 𝑛𝜋 = 300   &    𝑛(1 − 𝜋) = 200,  

𝑋~appoximaltly Normal with 𝜇 = 𝑛𝜋 = 300   &   𝜎 = √𝑛𝜋(1 − 𝜋) = 2√30 

 

𝑃(270 ≤ 𝑋 ≤ 320) = 𝑃(269.5 ≤ 𝑋 ≤ 320.5) 

= 𝑃 (
269.5 − 300

2√30
≤

𝑋 − 𝜇

 𝜎
≤

320.5 − 300

2√30
) = 𝑃(−2.78 ≤ 𝑍 ≤ 1.87) 

= 𝑃(𝑍 < 1.87) − 𝑃(𝑍 < −2.78) = 0.9625 − 0.0027 = 0.9598 
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Q4: At a computer manufacturing company, the actual size of computer ships is normally 
distributed with mean of 1 centimeter and standard deviation of 0.1 centimeter. 
 
1. A computer chip is randomly selected, find the probability that the actual size exceeds 0.9 

centimeter.           (2 pts.) 
 

Since 𝑋~ Normal distribution with 𝜇 = 1   &   𝜎 = 0.1 

𝑃(𝑋 > 0.9) = 𝑃 (
𝑋 − 𝜇

 𝜎
<

0.9 − 1

0.1
) = 𝑃(𝑋 > −1) = 𝑃(𝑋 < 1) = 0.8413 

 
 
 
2. What is the 90th percentile size?         (2 pts.) 

 

𝑃(𝑋 < 𝑎) = 0.9   →  𝑃 (
𝑋 − 𝜇

 𝜎
<

𝑎 − 1

0.1
) = 0.9   

 
𝑎−1

0.1
= 1.28   →     𝑎 = 1.28(0.1) + 1 = 1.128  centimeter 

 
 
 
3. A random sample of size 12 computer chips is taken. 

 
a. What is the probability that the sample mean will be between 0.99 and 1.01 

centimeters?           (5 pts.)

     
Since the population normal, also the sample mean �̅� approximately normal with 

𝜇�̅� = 𝜇 = 1   &   𝜎�̅� =
𝜎

√𝑛
=

0.1

√12
=

√3

60
= 0.028867 

𝑃(0.99 < �̅� < 1.01) = 𝑃 (
0.99 − 1

√3
60

<
�̅� − 𝜇�̅�

 𝜎�̅�
<

1.01 − 1

√3
60

) = 𝑃(−0.34 < 𝑍 < 0.34) 

= 𝑃(𝑍 < 0.34) − 𝑃(𝑍 < −0.34) = 0.6331 − 0.3669 = 0.2662 
 
 
 

b. Above what value do 2.5% of the sample means fall?      (3 pts.) 
 

0.025 = 𝑃(�̅� > 𝑎) = 𝑃 (
�̅� − 𝜇�̅�

 𝜎�̅�
>

𝑎 − 1

√3
60

)      →   𝑃 (𝑍 <
𝑎 − 1

√3
60

) = 0.975   

𝑎−1

√3

60

= 1.96   →    𝑎 = 1.96 (
√3

60
) + 1 = 1.05658  centimeter 
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Q5: Customers arrive in a certain shop at mean rate 5 per hour.  

1. Find the probability that exactly two customers will arrive in a given hour.    (2 pts.) 

 
Let 𝑋 r.v refer to number of arrivals per hour 

 
𝑋~𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ   𝜆 = 5   &   𝑡 = 1 ℎ𝑜𝑢𝑟   → 𝜆𝑡 = 5    

 

𝑃(𝑋 = 2) =
52𝑒−5

2!
= 0.08422 

 

 

 

 

2. Find the probability that at least one customer will arrive within a 10 – minute interval. 

  (2 pts.) 

 

𝜆 = 5   &   𝑡 = 10 𝑚𝑖𝑛𝑢𝑡𝑒 =
1

6
 ℎ𝑜𝑢𝑟   → 𝜆𝑡 =

5

6
   

𝑃(𝑋 ≥ 1) = 1 − 𝑃(𝑋 = 0) = 1 − 𝑒−
5
6 = 0.5654 

 

 

 

 

 

 

 

 

3. What is the expected waiting time (in minutes) before the first arrival?    (2 pts.) 

 
Let 𝑌 r.v refer to the time between arrivals  

 
               𝑌~ Exponential distribution with mean time between arrivals 
 

𝜇 =
1

5
(60) = 12 𝑚𝑖𝑛𝑢𝑡𝑒𝑠 
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4. Find the probability that the shopkeeper will wait more than 5 minutes for the arrival of the 

first customer.           (2 pts.) 

 

𝜆 =
1

𝜇
=

1

12
 

𝑃(𝑌 > 5) = 𝑒
−5(

1
12

)
= 0.65924 

 

 

 

 

 

5. What is the median time (in minutes) until the first arrival?      (2 pts.) 

𝑃(𝑌 < 𝑚) = 0.5     →     1 − 𝑒
−𝑚(

1
12

)
= 0.5         

  −𝑚 (
1

12
) = ln 0.5      →    𝑚 = −12 ln 0.5 = 8.3177 𝑚𝑖𝑛𝑢𝑡𝑒𝑠 

 

 

 

 

 

6. Find the probability that the average time between every two successive customers in a group 

of 36 will not exceed 8 minutes.         (5 pts.) 

 Since the population not normal, and the sample size 36, large, by C.L.T the sample mean 

approximately normal with  

𝜇�̅� = 𝜇 = 12   &   𝜎�̅� =
𝜎

√𝑛
=

12

√36
= 2 

𝑃(�̅� < 𝑎) = 𝑃 (
�̅� − 𝜇�̅�

𝜎�̅�
<

8 − 12

2
) = 𝑃(𝑍 < −2) 
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Q6: (5 pts.) Suppose that he random variable  𝑋 has the continuous uniform distribution 

𝑓(𝑥) = {
1 0 ≤ 𝑥 ≤ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

Suppose that a random sample of size 25 observations is selected from this distribution. What is 

the approximate distribution of  �̅� +
1

2
 ? Find the mean and the standard deviation of this quantity. 

 
Since the population uniform over (0, 1) 

The population mean 𝜇 =
1+0

2
=

1

2
     &     𝜎 =  √

(𝑥𝑛−𝑥1)2

12
= √

(1−0)2

12
= √

1

12
=

√3

6
= 0.2886 

  And since the population symmetric, by C.L.T, the sample mean �̅� approximately normal with 

1. 𝜇�̅� = 𝜇 =
1

2
 

2. 𝜎�̅� =
𝜎

√𝑛
=

√3

6

√25
=

√3

30
 

So  

�̅� +
1

2
 ~ approximately normal with  

1. 𝜇
�̅�+

1

2

= 𝜇 +
1

2
=

1

2
+

1

2
= 1 

2. 𝜎
�̅�+

1

2

= 𝜎�̅� =
√3

30
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Formula Sheet 

Descriptive Statistics 

 𝑃(𝑋 = 𝑥) = 𝐶𝑥
𝑛𝜋𝑥(1 − 𝜋)𝑛−𝑥,        𝑥 = 0, 1, 2, … , 𝑛;     𝜇 = 𝑛𝜋  &  𝜎 = √𝑛𝜋(1 − 𝜋) 

 

 𝑃(𝑋 = 𝑥) =
𝐶𝑥

𝐾𝐶𝑛−𝑥
𝑁−𝐾

𝐶𝑥
𝑁 ,   𝑥 = 𝑚𝑎𝑥{0, 𝑛 + 𝑘 − 𝑁} 𝑡𝑜 𝑚𝑖𝑛{𝑘, 𝑛}; 

𝜇 = 𝑛
𝑘

𝑁
  &  𝜎 = √𝑛

𝑘

𝑁
(1 −

𝑘

𝑁
) √

𝑁−𝑛

𝑁−1
   

 𝑃(𝑋 = 𝑥) =
(𝜆𝑡)𝑥𝑒−𝜆𝑡

𝑥!
,   𝑥 = 0, 1, 2, … ;     𝜇 = 𝜆𝑡     &     𝜎 =  √𝜆𝑡    

 

 𝐸(𝑋) = ∑ 𝑥 𝑃(𝑋 = 𝑥)  𝑜𝑟  𝐸(𝑋) = ∫ 𝑥𝑓(𝑥)
∞

−∞
𝑑𝑥 

 

  𝐸(𝑋2) = ∑ 𝑥2 𝑃(𝑋 = 𝑥)  𝑜𝑟  𝐸(𝑋2) = ∫ 𝑥2𝑓(𝑥)
∞

−∞
𝑑𝑥 

 

 𝜎2 = 𝐸(𝑋2) − (𝐸(𝑋))
2

 

 

 𝑓(𝑥) =
1

𝑥𝑛−𝑥1
,    𝑥1 ≤ 𝑥 ≤ 𝑥𝑛;      𝜇 =

𝑥𝑛+𝑥1

2
     &     𝜎 =  √

(𝑥𝑛−𝑥1)2

12
  

 
 

 𝑓(𝑥) = 𝜆𝑒−𝜆𝑥,    𝑥 > 0;      𝜇 =
1

𝜆
     &     𝜎 =

1

𝜆
 

 

 If 𝑋~𝑛𝑜𝑟𝑚𝑎𝑙 𝑤𝑖𝑡ℎ 𝜇 & 𝜎,  then  
 

 𝑍 =
𝑋 − 𝜇

𝜎
~ 𝑛𝑜𝑟𝑚𝑎𝑙 𝑤𝑖𝑡ℎ 0 & 1  

and  

𝑍 =
�̅� − 𝜇�̅�

𝜎�̅�
=

�̅� − 𝜇
𝜎

√𝑛

~ 𝑛𝑜𝑟𝑚𝑎𝑙 𝑤𝑖𝑡ℎ 0 & 1  

 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 
 

 𝑃(𝐴 | 𝐵) =
𝑃(𝐴∩𝐵)

𝑃(𝐵)
,   𝑃(𝐵) > 0 

 
 


