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Q.No.1:- (2+5+5 = 12 points) Suppose that the two continuous random variables 𝑋 and 𝑌 follow the 

following joint probability density function:  

𝑓(𝑥, 𝑦) = 𝑘(3𝑥 − 𝑦);              0 < 𝑥 < 1,   0 < 𝑦 < 1 

(a) Find the value of 𝑘. 
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(b) Find 𝑃(𝑋 < 0.4 | 𝑌 = 0.5) 
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(c) Find 𝜌𝑋𝑌  (the correlation coefficient between 𝑋 and 𝑌).  
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Q.No.2:- (4+7 = 11 points) 

(a) Suppose that a continuous random variable 𝑋 follows the following distribution: 

𝑓(𝑥) =
1

√32𝜋
𝑒−

1

32
(𝑋2+100−20𝑋)

;         −∞ < 𝑥 < ∞ 

Find the moment generating function of 𝑋.  
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(b) Let 𝑋1, 𝑋2, … … , 𝑋𝑛 be a random sample from a distribution with mean 𝜇𝑋  and variance 𝜎𝑋
2. Define 

𝑆2 =
∑ (𝑋𝑖−𝑋̅)2𝑛

𝑖=1

𝑛+1
 where 𝑋̅ =

∑ 𝑋𝑖
𝑛
𝑖=1

𝑛
 is the sample mean. Find 𝐸(𝑆2). 
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Q.No.3:- (5+5 = 10 points)Suppose that 𝑋1 and 𝑋2 are independent random variables having a common 

mean 𝜇. Suppose also that Var(𝑋1) = 𝜎1
2 and Var(𝑋2) = 𝜎2

2. Define a new variable 𝑍 = 𝛼𝑋1 +

(1 − 𝛼)𝑋2 where 𝛼 is a constant. 

(a) Derive the variance of this new variable 𝑍 i.e. Var(𝑍). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Find the value of 𝛼 for which the Var(𝑍) is minimum. 
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Q.No.4:- (5+5 = 10 points) 

(a) Let 𝑋1 and 𝑋2 follow the following joint distribution: 

𝑓(𝑥1, 𝑥2) =
1

2𝜋√1−𝜌2
𝑒

−
1

2(1−𝜌2)
[𝑥1

2+𝑥2
2−2𝜌𝑥1𝑥2]

;          −∞ < 𝑥1 < ∞,     −∞ < 𝑥2 < ∞ 

Find the marginal distribution of 𝑋2 and show that it is a valid probability density function. 
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(b) Let 𝑌1, 𝑌2 and 𝑌3 be three independent standard normal random variables. If 𝑍1 = 𝑌1 + 𝑌2, 𝑍2 = 𝑌1 +

𝑌3 and 𝑍3 = 𝑌2 + 𝑌3, compute (and simplify) the joint distribution of 𝑍1, 𝑍2 and 𝑍3. 
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Q.No.5:- (10 points) Suppose that 3 balls are chosen without replacement from an urn containing 5 white 

and 2 black balls. Let 𝑋 denotes the number of white balls chosen and 𝑌 represents the number of black 

balls chosen. 

Fill the following table of Joint Probability Mass Function.  

 

Joint Probability 

Mass Function 

𝑌 
Marginal 

of 𝑋 
0 1 2 3 

𝑋 

0      

1      

2      

3      

Marginal of 𝑌      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

With the Best Wishes 


