Q1. The level of price and production of metals in the United States is one measure of the strength of the industrial economy. The table below lists the 2004 prices (in $ per ton, from Jan to Jun) and production (in thousands of tons) of three metals important to U.S. industry.

	 
	COPPER
	STEEL
	LEAD

	Month
	Price
	Production
	Price
	Production
	Price
	Production

	JAN
	1113
	104
	187.75
	8656
	769.9
	33.4

	FEB
	1380
	98.9
	219.92
	8400
	895.8
	32.8

	MAR
	1380
	105
	250.85
	9268
	906
	33.5

	APR
	1386.4
	111
	224.55
	8901
	798.6
	35.1

	MAY
	1520
	109
	181.9
	9163
	848.8
	31.2

	JUN
	1520
	113
	180
	9006
	903.2
	33.1



a- Compute the simple price indexes for Copper, Steel, and Lead, respectively, in March using January as the base period.Interpret your result.
b- Compute the unweighted aggregate price index for the metals in May, using January as the base period.Interpret your result.
c- Compute the Laspeyres price index for Jun, using January as the base period. Interpret your result.
d- Compute the Paache price index for Jun, using January as the base period.Interpret your result.




Q2. The data represent the amount of oil, in billions of barrels, held in the U.S. strategic oil reserve, from 1981 through 2006. Use the computer outputs to answer the following questions:
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1- What are the components of the time series plot?


2- We fit the linear, quadratic and exponential models for the data. Report MAPE, MAD and MSD for all models then explain which model is the most appropriate model.

	
	MAPE
	MAD
	MSD

	Linear
	
	
	

	Quadratic
	
	
	

	Exponential
	
	
	






Q3. Are gasoline prices higher during the height of the summer vacation season?
Based on the results of the data analysis (Data collected forMonthly prices (in dollar per gallon) for unleaded gasoline in the U.S from 2000-Jan (t=0) to 2006-Dec (t=83)), answer the following:

1- What are the components of the time series plot?
2- Develop an exponential trend forecasting equation with monthly components.
3- Interpret the monthly compound growth rate.
4- Interpret the multiplier for June
5- Which month has the lowestprice? Why?
6- Compute the fitted value for April2006
7- Forecast the value for May 2007.
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Regression Analysis: LOG10 (PRICE) versus T, JAN, ...

The regression equation is
LOG10 (PRICE) = 0.0464 + 0.00365 T + 0.0126 JAN + 0.0249 FEB + 0.0471 MAR + 0.0685 APR + 0.0748 MAY + 0.0699 JUN + 0.0622 JUL + 0.0608 AUG + 0.0686 SEP + 0.0465 OCT + 0.0231 NOV


Predictor       Coef    SE Coef      T      P
Constant     0.04644    0.02519   1.84  0.069
T          0.0036543  0.0002638  13.85  0.000
JAN          0.01261    0.03115   0.40  0.687
FEB          0.02488    0.03112   0.80  0.427
MAR          0.04711    0.03110   1.51  0.134
APR          0.06852    0.03108   2.20  0.031
MAY          0.07481    0.03107   2.41  0.019
JUN          0.06995    0.03105   2.25  0.027
JUL          0.06225    0.03104   2.01  0.049
AUG          0.06078    0.03103   1.96  0.054
SEP          0.06861    0.03102   2.21  0.030
OCT          0.04648    0.03102   1.50  0.138
NOV          0.02309    0.03101   0.74  0.459


S = 0.0580169   R-Sq = 74.7%   R-Sq(adj) = 70.4%


Analysis of Variance

Source          DF        SS        MS      F      P
Regression      12  0.703884  0.058657  17.43  0.000
Residual Error  71  0.238983  0.003366
Total           83  0.942867



Q4. Statistician want to use a multiple regression model to predict the appraised value of a single-family homes located in ALKHOBAR.  Variables included are Appraised values, Land area, Interior size of the house (Sq. ft), age (years), number of rooms, number of bathrooms, and number of cars that can be parked in the garage.
Use the MINITAB outputs to answer the following questions:

1- Based on the Stepwise regression, which variables should be included in the model?  
2- Based on Forward selection method, which variables should be included in the model?
3- Based on Backward elimination method, which variables should be included in the model?
4- Explain, which model is the most appropriate model?
5- What are the candidates models using the Best subsets Regression? Explain. 



Regression Analysis: Appraised Value versus Land, House Size(sqft), ... 

The regression equation is
Appraised Value = 83.1 + 292 Land + 0.101 House Size(sqft) - 1.25 Age + 10.7 Rooms + 6.3 Baths + 16.0 Garage


Predictor             Coef  SECoef      T      P    VIF
Constant             83.06    68.79   1.21  0.240
Land                292.18    80.88   3.61  0.001  1.280
House Size(sqft)  0.10058  0.02796   3.60  0.002  2.465
Age                -1.2535   0.5515  -2.27  0.033  1.598
Rooms               10.690    7.542   1.42  0.170  1.307
Baths                 6.28    18.48   0.34  0.737  1.712
Garage               15.97    16.75   0.95  0.350  1.890


S = 52.8354   R-Sq = 84.7%   R-Sq(adj) = 80.7%


Analysis of Variance

Source          DF      SS     MS      F      P
Regression       6  356099  59350  21.26  0.000
Residual Error  23   64206   2792
Total           29  420306

Stepwise Regression: Appraised Value versus Land, House Size(sqft), ... 

  Alpha-to-Enter: 0.15  Alpha-to-Remove: 0.15


Response is Appraised Value on 6 predictors, with N = 30


Step                   1      2       3
Constant           31.69  20.21  136.79

House Size(sqft)  0.181  0.151   0.129
T-Value             7.82   6.86    6.16
P-Value            0.000  0.000   0.000

Land                        285     276
T-Value                    3.22    3.53
P-Value                   0.003   0.002

Age                               -1.40
T-Value                           -2.94
P-Value                           0.007

S                   68.7   59.5    52.5
R-Sq68.59  77.29   82.96
R-Sq(adj)          67.47  75.61   81.00
Mallows Cp          21.3   10.2     3.7


Stepwise Regression: Appraised Value versus Land, House Size(sqft), ... 

Forward selection.  Alpha-to-Enter: 0.25


Response is Appraised Value on 6 predictors, with N = 30


Step                   1      2       3       4
Constant           31.69  20.21  136.79  102.96

House Size(sqft)  0.181  0.151   0.129   0.116
T-Value             7.82   6.86    6.16    5.03
P-Value            0.000  0.000   0.000   0.000

Land                        285     276     287
T-Value                    3.22    3.53    3.69
P-Value                   0.003   0.002   0.001

Age                               -1.40   -1.51
T-Value                           -2.94   -3.15
P-Value                           0.007   0.004

Rooms                                       9.0
T-Value                                    1.25
P-Value                                   0.224

S                   68.7   59.5    52.5    51.9
R-Sq68.59  77.29   82.96   83.96
R-Sq(adj)          67.47  75.61   81.00   81.39
Mallows Cp          21.3   10.2     3.7     4.1


Stepwise Regression: Appraised Value versus Land, House Size(sqft), ... 

Backward elimination.  Alpha-to-Remove: 0.1


Response is Appraised Value on 6 predictors, with N = 30


Step                   1      2       3       4
Constant           83.06  93.52  102.96  136.79

Land                 292    287     287     276
T-Value             3.61   3.69    3.69    3.53
P-Value            0.001  0.001   0.001   0.002

House Size(sqft)  0.101  0.104   0.116   0.129
T-Value             3.60   3.99    5.03    6.16
P-Value            0.002  0.001   0.000   0.000

Age                -1.25  -1.31   -1.51   -1.40
T-Value            -2.27  -2.55   -3.15   -2.94
P-Value            0.033  0.017   0.004   0.007

Rooms               10.7   10.6     9.0
T-Value             1.42   1.44    1.25
P-Value            0.170  0.163   0.224

Baths                  6
T-Value             0.34
P-Value            0.737

Garage                16     17
T-Value             0.95   1.04
P-Value            0.350  0.311

S                   52.8   51.9    51.9    52.5
R-Sq84.72  84.65   83.96   82.96
R-Sq(adj)          80.74  81.45   81.39   81.00
Mallows Cp           7.0    5.1     4.1     3.7

Best Subsets Regression: Appraised Va versus Land, House Size(s, ...

Response is Appraised Value
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1  68.6       67.5     21.3  68.665    X
1  37.7       35.5     67.8  96.709  X
2  77.3       75.6     10.2  59.455  X X
2  74.8       72.9     13.9  62.639    X X
3  83.0       81.0      3.7  52.479  X XX
3  79.5       77.2      8.8  57.526  X XX
4  84.0       81.4      4.1  51.929  X XXX
4  83.3       80.7      5.1  52.949  X XXX
5  84.6       81.4      5.1  51.853  X XXXX
5  84.1       80.8      5.9  52.735  X XXXX
6  84.7       80.7      7.0  52.835  X XXXXX





Q5. Business closures in Laramie, Wyoming from 1993 to 1998 were:
1993	10
1994	11
1995	13
1996	19
1997	24
1998	35

MINITAB used to fit both first-order and second-order autoregressive models, resulting in the following partial outputs:

SUMMARY OUTPUT – 2nd Order Model
Predictor    Coef  SECoef      T      P
Constant   -5.768    4.792  -1.20  0.441
yi-1       0.8043   0.7706   1.04  0.486
yi-2        1.135    1.130   1.01  0.498


S = 2.33735   R-Sq = 97.9%   R-Sq(adj) = 93.7%


SUMMARY OUTPUT – 1st Order Model
Predictor    Coef  SECoef      T      P
Constant   -4.161    2.745  -1.52  0.227
yi-1       1.5949   0.1685   9.46  0.003


S = 2.00236   R-Sq = 96.8%   R-Sq(adj) = 95.7%


1- the first two fitted values for the first-order autoregressive model are  

2- for the previous part, the residuals for the first-order autoregressive model are  


3- the first two fitted values for the second-order autoregressive model are  

4- for the previous part, the residuals for the second-order autoregressive model are  

5- Which model should be used for forecasting? Explain.




Q6. The number of boxes of HANA water sold by HyperPanda in Dhahran in an 8-year period follows.
[bookmark: OLE_LINK1]Year  boxes (in 1000)
    1991       270      
    1992       356      
    1993       398      
    1994       456      
    1995       358      
    1996       500      
    1997       410      
    1998       376      
1- a centered 3-year moving average is to be constructed for the water sales. The result of this process will lead to a total of __________ moving averages.


2- a centered 3-year moving average is to be constructed for the water sales.  The moving average for 1992 is __________.

3- Compute thefirst two centered 3-year moving averages for the water sales.  

4- a centered 5-year moving average is to be constructed for the water sales.  The moving average for 1996 is __________. 


5- exponential smoothing with a weight or smoothing constant of 0.2 will be used to smooth the wine sales. The value of E2, the smoothed value for 1992 is __________.


Q7. The managing partner of an advertising agency believes that his company's sales are related to the industry sales. He uses Microsoft Excel’s Data Analysis tool to analyze the last 4 years of quarterly data (i.e., n = 16) with the following results:

Regression Statistics
Multiple R		0.802
R Square		0.643
Adjusted R Square	0.618
Standard Error SYX	0.9224
Observations		16

ANOVA
	df	SS	MS	F         Sig.F
Regression	1	21.497	21.497	25.27	0.000
Error	14	11.912	??
Total	15	33.409

Predictor	Coef	StdError	t Stat	P-value
Intercept	3.962	1.440	2.75	0.016
Industry	0.040451	0.008048	5.03	0.000



a. What is the value of the quantity that the least squares regression line minimizes?
b. Write the equation of the estimated model.
c. What is the prediction for a quarter in which X = 120?
d. Find the Mean Squared Error.
e. Find the coefficient of determination and interpret this value.
f. Test the claim that company’s sale increase as the industry’s sale increase. Use p-value approach for this test.
g. Find a 99% Confidence interval for Slope. 
h. Will the correlation coefficient be positive or negative? Why?
[bookmark: _GoBack]



Q8. MINITAB used to obtain the following quadratic trend equation:
Sales = 100 – 10X + 15X2.
The data used was from 1989 through 1998, coded 0 to 9. 
The forecast for 1999 is __________.


Q9. A survey claims that 9 out of 10 doctors recommend aspirin for their patients with headaches. To test this claim against the alternative that the actual proportion of doctors who recommend aspirin is less than 0.90, a random sample of 100 doctors results in 83 who indicate that they recommend aspirin. 
1- The value of the test statistic in this problem is approximately equal to: 

2- 
Suppose that the test statistic is – 2.20. Can we conclude that H0 should be rejected at  = 0.10

Q10. 

How many Kleenex should the Kimberly Clark Corporation package of tissues contain? Researchers determined that 60 tissues is the average number of tissues used during a cold. Suppose a random sample of 100 Kleenex users yielded the following data on the number of tissues used during a cold:  = 52, s = 22. Suppose the alternative we wanted to test was . 
1- What is the exact test? 
2- 
State the correct rejection region for  = 0.05.



Q11. A researcher randomly sampled 30 graduates of an MBA program and recorded data concerning their starting salaries. Of primary interest to the researcher was the effect of gender on starting salaries. Analysis of the mean salaries of the females and males in the sample is given below.

	Male: Population 1 Sample

	Sample Size
	18

	Sample Mean
	48266.7

	Sample Standard Deviation
	13577.63

	Female: Population 2 Sample

	Sample Size
	12

	Sample Mean
	55000

	Sample Standard Deviation
	11741.29

	
	

	
	


a. The researcher claims that the female MBA graduates have a significantly lower mean starting salary than the male MBA graduates. Test the claim at 10% level of significance.
b. What is the p-value of the test in part a?
c. Write the assumptions used to the test in part a.

Q12. To test the effectiveness of a business school preparation course, 8 students took a general business test before and after the course. The results are given below.
	Exam Score	Exam Score
Student	Before Course (1)	After Course (2)
1	530	670
2	690	770
3	910	1,000
4	700	710
5	450	550
6	820	870
7	820	770
8	630	610

Can we conclude at 5% level of significance that the business school preparation course has no impact on exam score.
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