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(1)  

(a) Define an orthonormal set of vectors. 

 

Answer:  A set of vectors is orthonormal if every pair of distinct vectors is 

orthogonal and each vector in the set is a unit vector. 

 

 

 

(b) What is an orthogonal matrix? 

 

Answer:  An 𝑛 × 𝑛 nonsingular matrix A is orthogonal if 𝐴−1 = 𝐴𝑇 . 

 

 

 

(c) Suppose the system 𝐀𝐗 = 𝐁 is consistent, 𝐀 is a 5 × 8 matrix and rank 𝐀 𝐁 = 5.   

How many parameters does the solution of the system have? 

Answer:  The solution of the system has 8− 5 = 3 parameters. 

 

 

(d) Consider the homogeneous system with 𝑛 equations in 𝑛 variables 𝐀𝐗 = 𝟎. What can 

we say about the solution(s) of the system if 

  

(i) A is singular?    

 

Answer:  The system has the nontrivial solutions (infinitely many 

solutions). 

 

(ii) A is nonsingular?  

 

Answer:  The system has only the trivial solution (a unique solution). 
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(2) (a) Let 𝜆 be a real number and A be an 𝑛 × 𝑛 matrix. Show that  

 𝑬λ =  𝒙 ∈ ℝ𝑛   𝐀 𝒙 = 𝜆 𝒙  is a subspace of ℝ𝑛 .  (𝑬λ   is called the eigenspace of A   

 corresponding to the eigenvalue 𝜆.) 

 

Solution:   𝑬λ  is nonempty since 𝟎 is in 𝑬λ . 

Let  𝒙1 ,𝒙2 be in 𝑬λ . We have  𝐀 𝒙1 = 𝜆 𝒙1   and   𝐀 𝒙2 = 𝜆 𝒙2 . 

Since 𝐀  𝒙1 + 𝒙2 = 𝐀 𝒙1 + 𝐀 𝒙2 = 𝜆 𝒙1 + 𝜆 𝒙2 = 𝜆  𝒙1 + 𝒙2 ,    𝒙1 + 𝒙2 is also in 𝑬λ . 

 Let 𝑘 be a scalar.   Since   𝐀  𝑘𝒙1 = 𝑘𝐀 𝒙1 = 𝑘𝜆 𝒙1 = 𝜆  𝑘𝒙1 ,     𝑘𝒙1 is also in 𝑬λ . 

Hence,  𝑬λ  is a subspace of ℝ𝑛 . 

 

(b) Consider the vector space  

𝐒 =  < 𝑢, 𝑣, 𝑥, 𝑦 >  𝑢 + 𝑣 + 𝑥 = 0,𝑦 + 2𝑢 = 𝑣 and 𝑢, 𝑣, 𝑥, 𝑦 ∈  ℝ}. 

Find a basis and the dimension of  𝐒. 

 

   Solution:    Let  < 𝑢, 𝑣, 𝑥,𝑦 > be in S. We can write 

< 𝑢, 𝑣, 𝑥,𝑦 > = < 𝑢, 𝑣,−𝑢 − 𝑣, 𝑣 − 2𝑢 >  

                                              = < 𝑢, 0,−𝑢,−2𝑢 > + < 0, 𝑣,−𝑣, 𝑣 >  

                                                              = 𝑢 < 1,0,−1,−2 > + 𝑣 < 0,1,−1,1 >. 

So, every vector in S is a linear combination of the vectors 𝒂 =< 1,0,−1,−2 >  and 

𝒃 =< 0,1,−1,1 >.   

Since 𝒂 is not a scalar multiple of 𝒃, the set 𝐁 =  𝒂,𝒃  is linearly independent. 

Hence, 𝐁 = {< 1,0,−1,−2 >, < 0,1,−1,1 >} is a basis for S. 

The dimension of S is 2. 
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(3) Consider the matrix 

𝐀 =  
1 −1 3
1 −1 4
1 −1 5

    −1
    3
    7

 . 

(a) Find the rank of 𝐀. 

Solution:   Applying Gaussian Elimination to matrix 𝐀 gives 

 
1 −1 3
1 −1 4
1 −1 5

    −1
    3
    7

   
⟹

−𝑅1 + 𝑅2
   

1 −1 3
0 0 1
1 −1 5

    −1
    4
    7

  

⟹
−𝑅1 + 𝑅3

   
1 −1 3
0 0 1
0 0 2

    −1
    4
    8

 
⟹

−2𝑅2 + 𝑅3
   

1 −1 3
0 0 1
0 0 0

    −1
    4
    0

 . 

Hence, rank 𝐀 = 𝟐 

(b) Is the set of row vectors of 𝐀 linearly independent? Justify your answer. 

Answer:   No, it is not. The set of row vectors of 𝐀 is linearly dependent since rank(𝐀) 

is less than the number of row vectors of 𝐀. 

(4) Solve the following system using Gauss-Jordan Elimination method:  

        𝑥1 + 𝑥2 + 𝑥3 = 5 

2𝑥1 + 3𝑥2 + 5𝑥3 = 8 

            4𝑥1 + 5𝑥3 = 2 

Solution:   Applying Gauss-Jordan Elimination to the augmented matrix of the 

system gives 

 
   1     1    1 
   2     3 5 
   4   0 5

 
 5 
 8 
 2 
    

−2𝑅1 + 𝑅2
                ⟹
−4𝑅1 + 𝑅3

    
   1     1     1 
  0     1    3
  0    −4    1

 
 5
−2
−18

  

 

−𝑅2 + 𝑅1

                ⟹
4𝑅2 + 𝑅3

    
   1     0    −2 

  0     1    3

  0    0    13

 
 7

−2

−26

           
1

13
𝑅3

      ⟹

    
   1     0    −2 

  0     1    3

  0    0    1

 
 7

−2

−2

  

 

2𝑅3 + 𝑅1

                ⟹
−3𝑅3 + 𝑅2

    
   1     0    0 

  0     1    0

  0    0    1

 
 3

4

−2

 . 

 

   Hence, the solution of the system  is  (𝑥1 , 𝑥2, 𝑥3) = (3, 4,−2). 
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(5) (a) Find matrix   (𝐀𝐁)−𝟏 if 𝐀 =  
  2 −1   2
  1 −1   2
−3   2 −3

  and 𝐁−𝟏 =  
 1 1 0
 1 0 1
0  1 1

 . 

 

Solution:  Applying Gauss-Jordan Elimination to the matrix  𝐀 𝐈  gives 

 
  2 −1   2
  1 −1   2
−3   2 −3

     
1 0 0
0 1 0
0 0 1

    
𝑅12

  ⟹
    

  1 −1   2
  2 −1   2
−3   2 −3

     
0 1 0
1 0 0
0 0 1

  

 

−2𝑅1 + 𝑅2

              ⟹
3𝑅1 + 𝑅3

    
  1 −1   2
  0 1  −2
 0  −1 3

     
0 1 0
1 −2 0
0 3 1

        
𝑅2 + 𝑅1

          ⟹
𝑅2 + 𝑅3

      
  1 0   0
  0 1 −2
 0  0 1

     
1 −1 0
1 −2 0
1 1 1

  

 

 2𝑅3 + 𝑅2
  ⟹

     
  1 0   0
  0 1 0
 0  0 1

     
1 −1 0
3 0 2
1 1 1

 . 

 

We obtain   𝐀−𝟏 =  
1 −1 0
3 0 2
1 1 1

  

and   

(𝐀𝐁)−𝟏 = 𝐁−𝟏𝐀−𝟏 =  
 1 1 0
 1 0 1
0  1 1

  
1 −1 0
3 0 2
1 1 1

 =  
4 −1 2
2 0 1
4 1 3

  

 

(b) Solve the system  (𝐀𝐁) 𝐗 = 𝐂, where A and B are the matrices given in (a),       

      𝐗 =  

𝑥1

𝑥2

𝑥3

    and   𝐂 =  
1
0
1
 . 

 

Solution: 

𝐗 =  

𝑥1

𝑥2

𝑥3

 =  𝐀𝐁 −1𝐂 =  
4 −1 2
2 0 1
4 1 3

  
1
0
1
 =  

6
 3
7
 . 
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(6) Let  𝐀 =  
0 2 2
2 0 2
2  2 0

 . 

 

(a) Explain why A is orthogonally diagonalizable.  Answer:  Since A is a symmetric matrix. 

 

(b) Find eigenvalues of A. 

Solution:  Characteristic equation of A is  

 
−𝜆 2 2
2 −𝜆 2
2  2 −𝜆

 = −𝜆 𝜆2 − 4 − 2 −2𝜆 − 4 + 2 4 + 2𝜆 = − 𝜆 + 2 2 𝜆 − 4 = 0. 

 This gives the eigenvalues of A:  𝜆1 = 𝜆2 = −2  and  𝜆3 = 4. 

(c) Find an orthogonal matrix 𝐏 that diagonalizes 𝐀 and find the diagonal matrix  

      𝐃 = 𝐏𝑇𝐀𝐏. 

Solution:  For 𝜆1 = 𝜆2 = −2 , we have 

 
2  2 2 
 2 2 2 
2  2 2 

 
 0 
 0 
 0 
       𝑅𝑜𝑤 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ⟹    

1  1 1 
0 0 0 
0  0 0 

 
 0 
 0 
 0 
 . 

Two corresponding orthogonal eigenvectors are     𝐾1 =  
−1
1
0
 ,       𝐾2 =  

1
1
−2
 . 

For  𝜆3 = 4, we have 

 
−4   2 2
 2 −4   2 
2   2 −4 

 
 0 
 0 
 0 
    𝑅𝑜𝑤 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ⟹    

   1     0    −1 
  0     1   −1
  0     0    0

 
 0 
 0 
 0 
  

The corresponding eigenvector is  𝐾3 =  
1
1
1
 . 

The required orthogonal matrix is     𝑃 =   

−1/ 2 1/ 6 1/ 3

1/ 2 1/ 6 1/ 3

0 −2/ 6 1/ 3

                                     

and the diagonal matrix is   𝐷 =   

−2 0 0

0 −2 0

0 0 4

   . 


