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(1)  23 
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(3)  16 

(4)  10 

(5)  17 
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(1) Let 𝐒 =   𝑎, 𝑏, 𝑐, 𝑑    𝑎 + 𝑏 + 𝑐 = 𝑑 and 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ . 

(a) Show that 𝐒 is a subspace of ℝ4. 

Solution:    S is nonempty since the vector  𝟎 =  0, 0, 0, 0   is in the set. 

(i) Let  𝐯𝟏 =  𝑎1 , 𝑏1 , 𝑐1 , 𝑑1 , 𝐯𝟐 =  𝑎2 , 𝑏2 , 𝑐2 , 𝑑2  be in S. Then  

 

𝑎1 + 𝑏1 + 𝑐1 = 𝑑1        and      𝑎2 + 𝑏2 + 𝑐2 = 𝑑2. 

We have   

𝐯𝟏 + 𝐯𝟐 =  𝑎1 + 𝑎2 , 𝑏1 + 𝑏2 , 𝑐1 + 𝑐2 , 𝑑1 + 𝑑2   and 

 

(𝑎1 + 𝑎2) +  𝑏1 + 𝑏2 +  𝑐1 + 𝑐2 =  𝑎1 + 𝑏1 + 𝑐1 +  𝑎2 + 𝑏2 + 𝑐2 = 𝑑1 + 𝑑2 . 

 

So,  𝐯𝟏 + 𝐯𝟐 is also in S. 

 

(ii) Let 𝑘 be a scalar. Then    𝑘𝐯𝟏 =  𝑘𝑎1 , 𝑘𝑏1 , 𝑘𝑐1 , 𝑘𝑑1 . 

 

We have    𝑘𝑎1 + 𝑘𝑏1 + 𝑘𝑐1 = 𝑘 𝑎1 + 𝑏1 + 𝑐1 = 𝑘𝑑1 .   So,  𝑘𝐯𝟏 is also in S. 

        From (i) and (ii) we conclude that the set S is a subspace of ℝ4 . 

(b) Find a basis and the dimension of 𝐒. 

Solution:   Let  𝐯 =  𝑎, 𝑏, 𝑐, 𝑑  be in S. Since  𝑎 + 𝑏 + 𝑐 = 𝑑, we have  

𝐯 =  𝑎, 𝑏, 𝑐, 𝑑 =  𝑎, 𝑏, 𝑐,𝑎 + 𝑏 + 𝑐 =  𝑎, 0,0, 𝑎 +  0, 𝑏, 0, 𝑏 +  0,0, 𝑐, 𝑐  

        = 𝑎  1,0,0,1 + 𝑏  0,1,0,1 + 𝑐  0,0,1,1 . 

So, the set 𝐁 = { 1, 0, 0, 1 ,  0, 1, 0, 1 ,  0, 0, 1, 1 } spans S.  Since matrix 

𝑨 =   
1 0
0 1

    
0 1
0 1

0 0    1 1
   

 

has rank 3, the set B is linearly independent. Thus, B is a basis for S. 

The dimension of S is 3 = the number of vectors in the basis B. 

 

(c) Express the vector 𝐯 =  4, 1, −2, 3  as a linear combination of vectors in the 

basis found in (b). 

Solution:       𝐯 =  4, 1, −2, 3 = 4 1,0,0,1 +  0,1,0,1 − 2 0,0,1,1 . 
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(2) Solve the following system using Gaussian Elimination method:  

 

   𝑥1 + 𝑥2 + 𝑥3 = 1 

𝑥1 + 𝑥2 − 𝑥3 = 1 

𝑥1 − 𝑥2 − 𝑥3 = 1. 

Solution: 

Applying Gaussian Elimination to the augmented matrix of the system gives 

 

 
   1     1    1 
   1     1 −1 
   1   −1 −1

 
 1 
 1 
 1 
    𝑅𝑜𝑤 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ⟹   

   1     1     1 
  0     1    1
  0     0    1

 
 1
 0 
 0 
 . 

We have 

𝑥1 + 𝑥2 + 𝑥3 = 1 

          𝑥1 + 𝑥2 = 0 

                    𝑥3 = 0. 

Thus, the solution is 

 

 

𝑥1

𝑥2

𝑥3

 =  
1
0
0
 . 

 

(3) Determine whether the given set of vectors is linearly independent or linearly 

dependent. 

 

 𝐚    𝐮𝟏 =  1,−1, 3, −1, 0 , 𝐮𝟐 =  2,−1,−3, 1, 4 , 𝐮𝟑 =  −1, 0, 6, −2,−4 . 

Solution:   The set of vectors is linearly dependent since   𝐮𝟏 − 𝐮𝟐 − 𝐮𝟑 = 𝟎. 

 𝐛    𝐮𝟏 =  1,−1, 3, −1 , 𝐮𝟐 =  3,−3, 5, − 4 , 𝐮𝟑 =  −2, 2, 0,7 . 

Solution:   Consider the matrix 

 

𝐴 =  
1 −1 3
3 −3 5
−2 2 0

     
−1
−4
7
   𝑅𝑜𝑤 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 ⟹  

1 −1 3
0 0 1
0 0 0

   
−1
−1/4

1
 . 

 

Since rank(𝑨) = 3 and the number of vectors is also 3, the given set is 

linearly independent. 
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(4) Let 𝐀 be a nonzero 5 × 7 matrix. 

(a) What is the maximum rank that 𝐀 can have? 

 

Answer: 

The maximum possible rank of A is the number of rows in 𝐀, which is   𝟓. 

 

 

(b) If rank(𝐀|𝐁) = 4, then for what value(s) of rank(𝐀) is the system  𝐀𝐗 = 𝐁,

𝐁 ≠ 𝟎,  inconsistent? Consistent? 

 

Answer: 

  The system is inconsistent if rank(𝐀) < 4. 

  The system is consistent if rank(𝐀) = rank(𝐀|𝐁) = 𝟒. 

 

(c) If rank(𝐀) = 3, then how many parameters does the solution of the system 

𝐀𝐗 = 𝟎 have? 

 

Answer: 

 

The system has 𝑛 = 7 unknowns and the rank of A is 𝑟 = 3. Thus, the 

solution of the system has 𝑛 − 𝑟 = 𝟒 parameters.  
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(5) (a) Find matrix 𝐀 if  𝐀−𝟏 =  
  2 −1   2
  1 −1   2
−3   2 −3

 . 

 

Solution:  To find 𝐀 we compute (𝐀−1)−1 = 𝐀: 

 
  2 −1   2
  1 −1   2
−3   2 −3

    
1 0 0
0 1 0
0 0 1

       𝑅12 ⟹  
  1 −1   2
  2 −1   2
−3   2 −3

    
0 1 0
1 0 0
0 0 1

   

 

−2𝑅1 + 𝑅2 ⇒ 3𝑅1 + 𝑅3 ⇒    
  1 −1   2
  0   1 −2
 0  −1   3

    
0 1 0
1 −2 0
0 3 1

   

 

𝑅2 + 𝑅3 ⇒    
  1 −1   2
  0   1 −2
 0  0   1

    
0 1 0
1 −2 0
1 1 1

   

 

2𝑅3 + 𝑅2 ⇒ −2𝑅3 + 𝑅1 ⇒    
  1 −1   0
  0   1   0
 0  0   1

    
−2 −1 −2
3 0 2
1 1 1

   

 

𝑅1 + 𝑅2 ⇒    
  1 0   0
  0   1 0
 0  0   1

    
1 −1 0
3 0 2
1 1 1

   

 

We have     𝐀 =  
1 −1 0
3 0 2
1 1 1

 . 

 

(b) Solve the system  𝐀𝐗 = 𝐁, where A is the matrix found in (a),       

      𝐗 =  

𝑥1

𝑥2

𝑥3

    and   𝐁 =  
  2
  1
−3
 . 

 

Solution:   The solution is   𝐗 =  

𝑥1

𝑥2

𝑥3

 = 𝐀−1𝐁 =  
  2 −1   2
  1 −1   2
−3   2 −3

  
  2
  1
−3
 =  

 −3
 −5
    5

 . 
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(6) Let  𝐀 =  
−1   2 −2
  2 −1   2
−2   2 −1

 . 

(a) Verify that eigenvalues of A are 𝜆1 = −5 and 𝜆2 = 𝜆3 = 1. 

Solution:    Characteristic equation of 𝐀 is 

 
−1 − 𝜆   2 −2

  2 −1 − 𝜆   2
−2   2 −1 − 𝜆

 =  −1 − 𝜆  𝜆2 + 2𝜆 − 3 − 4 −2 − 2𝜆 + 4  

                                                       = 𝜆3 + 3𝜆2 − 4𝜆 + 5 =  𝜆 + 5  𝜆 − 1 2 = 0. 

Thus, eigenvalues of 𝐀 are 𝜆1 = −5 and 𝜆2 = 𝜆3 = 1. 

(b) Find an orthogonal matrix 𝐏 that diagonalizes 𝐀 and find the diagonal 

matrix 𝐃 = 𝐏𝑇𝐀𝐏. 

Solution:    For   𝜆1 = −5, we have 

 
   4 2 −2 
2     4    2
−2     2    4

 
 0 
 0 
 0 
    𝑅𝑜𝑤 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ⟹   

   1     0    −1 
  0     1    1
  0     0    0

 
 0 
 0 
 0 
  

The corresponding eigenvector is  𝐾1 =  
1
−1
1
 . 

For 𝜆2 = 𝜆3 = 1, we have 

 
  −2      2  −2 
    2    −2    2
−2      2 −2

 
 0 
 0 
 0 
    𝑅𝑜𝑤 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ⟹   

   1    −1    1 
  0     0    0
  0     0    0

 
 0 
 0 
 0 
 . 

Two corresponding orthogonal eigenvectors are  

𝐾2 =  
1
2
1
 ,       𝐾3 =  

1
0
−1
 . 

The required orthogonal matrix is     𝑃 =   

1/ 3 1/ 6 1/ 2

−1/ 3 2/ 6 0

1/ 3 1/ 6 −1/ 2

    

The diagonal matrix is   𝐷 =   
−5 0 0

0 1 0

0 0 1

   . 


