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	Question No
	Full Marks 
	Marks Obtained 

	Q1

	9

	

	Q2
	11

	

	Q3
	10
	

	Q4
	6
	

	Part II
	34
	

	Total
	70
	


Q1. The table below shows the prices and quantities of three commodities for six consecutive years.
(3+3+3 marks).
	
	Commodity A 
	Commodity B 
	Commodity C 

	Year
	Price
	Quantity
	Price
	Quantity
	Price
	Quantity

	1
	255
	1200
	122
	3200
	675
	1800

	2
	254
	1500
	118
	3500
	702
	1900

	3
	253
	2700
	128
	2400
	714
	2100

	4
	253
	1800
	130
	2800
	722
	2400

	5
	255
	2100
	129
	2700
	720
	3200

	6
	261
	2000
	135
	2500
	734
	3900


Using Year 1 as the base period:

	
	Answer

	a. The Laspeyres price index for year 2 is

	

	Interpretation:

	b. The Paasche price index for year 4 is

	

	Interpretation:

	c. The Un-weighted aggregate price index for year 5 is

	

	Interpretation:


Q2. The following data represent the short-term interest rate (%) (90-day commercial paper) denoted by Yi in the united states from 1991-2000. Based on this information answer the questions given below:
	Year
	1991
	1992
	1993
	1994
	1995
	1996
	1997
	1998
	1999
	2000

	Yi
	5.87
	3.75
	3.22
	4.67
	5.93
	5.41
	5.59
	5.38
	5.23
	6.34


a. Complete the first and second order difference table (the cells with ?) given below: (3 marks).
	Year
	Yi
	Yi-1
	Yi-2

	1991
	5.87
	-
	-

	1992
	3.75
	5.87
	-

	1993
	3.22
	3.75
	5.87

	1994
	4.67
	3.22
	3.75

	1995
	5.93
	4.67
	3.22

	1996
	5.41
	5.93
	?

	1997
	5.59
	5.41
	5.93

	1998
	5.38
	5.59
	5.41

	1999
	5.23
	?
	5.59

	2000
	6.34
	?
	5.38


b. The second order auto regressive model is given below for this time series data. Forecast the short-term interest rate (%) for the year 2001.  (2 marks).
Yi = 3.70 + 0.796 Yi-1 - 0.477 Yi-2
c. The linear trend model for the above mentioned series is given by  Yt =4.218 + 0.167455*t

Forecast the short-term interest rate (%) for the year 2001. (Note that the given model is obtained by using t = 1 for 1991, t = 2 for 1992 and so on). (2 marks).
d. Complete the following single exponentially smoothed series (Ei) which is obtained using W=0.3, (i.e. fill the cells with ?).  (2 marks).
	Year
	Yi
	Ei

	1991
	5.87
	?

	1992
	3.75
	5.23400

	1993
	3.22
	4.62980

	1994
	4.67
	4.64186

	1995
	5.93
	5.02830

	1996
	5.41
	5.14281

	1997
	5.59
	5.27697

	1998
	5.38
	5.30788

	1999
	5.23
	?

	2000
	6.34
	5.60116


e. The following are some measuring errors (accuracy measures) for the linear and quadratic trend models for the above mentioned series. Based on these measures choose the one which is better and why? (2 marks).
Linear Trend Model

MAPE:         13.9573

MAD:         0.638764

MSD:         0.646411

Quadratic Trend Model

MAPE:         13.8390

MAD:         0.628945

MSD:         0.614600
Q3. The J. J. McCracken Company has authorized its marketing research department to make a study of customers who have been issued a McCracken charge card. The marketing research department hopes to be able to identify the significant variables that explain the variation in purchases. Once these variables are determined, the department intends to try to attract new customers who would he predicted to make a high volume of purchases. Twenty-five customers were selected at random and values for the following variables were recorded in the file called McCracken: 

Y = Average monthly purchases (in dollars) at McCracken

X1 = Customer age, X2 = Customer family income, X3 = Family size
1. Using forward selection stepwise regression, which variable(s) is (are) not included in the model? (1 marks).
2. Use best subsets regression to produce an estimate of a multiple regression model to predict y. (2 marks).
3. Using regression outputs for Y versus all independent variables, (1+2+2+2 marks).
a. How much of the total variation in Average monthly purchases can be explained by the independent variables? 
b. Would you conclude that the overall model is significant at the 0.05 level? Explain.
c. Do collinearity problems appear to be present in the model? Explain.
d. Discuss the potential consequences of collinearity with respect to the regression model.
Stepwise Regression: Purchase Vol versus Age X1, Family Incom, ...

Alpha-to-Enter: 0.15  Alpha-to-Remove: 0.15

Response is Purchase Volume Y on 3 predictors, with N = 25

Step                    1        2

Constant            33.76    82.89

Family Income X2  0.00199  0.00209

T-Value              2.48     2.90

P-Value             0.021    0.008

Age X1                       -1.32

T-Value                      -2.59

P-Value                      0.017

S                    36.4     32.5

R-Sq                21.08    39.55

R-Sq(adj)           17.65    34.06

Mallows Cp            8.2      3.4

Best Subsets Regression: Purchase Vol versus Age X1, Family Incom, ...

Response is Purchase Volume Y

Vars          R-Sq      R-Sq(adj)    Mallows Cp       S         X1 X2 X3
1             21.1       17.6           8.2           36.355       X

1             16.5       12.8           9.9           37.403    X

2             39.6       34.1           3.0           32.531    X  X

2             35.8       30.0           4.7           33.526       X   X

3             43.2       35.1           4.0           32.272    X  X   X

Regression Analysis: Purchase Vol versus Age X1, Family Incom, ...

The regression equation is

Purchase Volume Y = 87.8 - 0.970 Age X1 + 0.00233 Family Income X2

- 8.72 Family Size X3

Predictor              Coef    SE Coef      T      P    VIF

Constant              87.79      25.47   3.45  0.002

Age X1              -0.9705     0.5860  -1.66  0.113  1.354

Family Income X2  0.0023343  0.0007451   3.13  0.005  1.091

Family Size X3       -8.723      7.495  -1.16  0.258  1.459

S = 32.2724   R-Sq = 43.2%   R-Sq(adj) = 35.1%

Analysis of Variance

Source          DF     SS    MS     F      P

Regression       3  16646  5549  5.33  0.007

Residual Error  21  21872  1042

Total           24  38518

Q4. The resale price in thousand dollars (Y) of a car depends on the number of kilometers (in thousands) it has already travelled (X1). The color of the car is also an important factor that affects the resale price. The three potential colors of the car are black, white and grey (X2=1 if black and 0 otherwise; X3=1 if white and 0 otherwise). Based on a dataset of 30 values on (Y, X1, X2, X3) the multiple regression model regressing Yon X1, X2 and X3 is given by: 
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a. Write the regression model for the cars of grey color? (1 marks).
b. Interpret the coefficient of X2. (2 marks).
c. If an interaction term 1.145 X1X2 is present in the model given above then find the coefficient of X1 for black cars. (3 marks).
For question part II (Multiple- choice questions), write all your choices in this table

	Q1
	a
	b
	c
	d
	e
	
	Q18
	a
	b
	c
	d
	e

	Q2
	a
	b
	c
	d
	e
	
	Q19
	a
	b
	c
	d
	e

	Q3
	a
	b
	c
	d
	e
	
	Q20
	a
	b
	c
	d
	e

	Q4
	a
	b
	c
	d
	e
	
	Q21
	a
	b
	c
	d
	e

	Q5
	a
	b
	c
	d
	e
	
	Q22
	a
	b
	c
	d
	e

	Q6
	a
	b
	c
	d
	e
	
	Q23
	a
	b
	c
	d
	e

	Q7
	a
	b
	c
	d
	e
	
	Q24
	a
	b
	c
	d
	e

	Q8
	a
	b
	c
	d
	e
	
	Q25
	a
	b
	c
	d
	e

	Q9
	a
	b
	c
	d
	e
	
	Q26
	a
	b
	c
	d
	e

	Q10
	a
	b
	c
	d
	e
	
	Q27
	a
	b
	c
	d
	e

	Q11
	a
	b
	c
	d
	e
	
	Q28
	a
	b
	c
	d
	e

	Q12
	a
	b
	c
	d
	e
	
	Q29
	a
	b
	c
	d
	e

	Q13
	a
	b
	c
	d
	e
	
	Q30
	a
	b
	c
	d
	e

	Q14
	a
	b
	c
	d
	e
	
	Q31
	a
	b
	c
	d
	e

	Q15
	
	
	
	
	
	
	Q32
	
	
	
	
	

	Q16
	
	
	
	
	
	
	Q33
	
	
	
	
	

	Q17
	
	
	
	
	
	
	Q34
	
	
	
	
	


PART II (Multiple- choice Questions)

1. In testing the null hypothesis 
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 is true, the test could lead to:

a. a Type I error

b. a Type II error

c. either a Type I or a Type II error

d. a Type I and Type II errors

e. none of the above
2. In a hypothesis test for the population variance, the hypotheses are
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If the sample size is 15 and the test is being carried out at the 5% level of significance, the null hypothesis will be rejected if:

a. 
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b. 
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d. 
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e. none of the above

3. Based on sample data, the 95% confidence interval limits for the population mean are
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If the 5% level of significance were used in testing the hypotheses
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The null hypothesis:

a. would be rejected

b. would not be rejected

c. would have to be revised

d. would take more data 

e. none of the above

4. In testing the hypotheses
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Suppose that we rejected the null hypothesis at 
[image: image14.wmf]a

= .05. Then for which of the following 
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 values do we also reject the null hypothesis?

a. 0.025          b. 0.01          c. 0.10          d. all other 
[image: image16.wmf]a

 values that are smaller than .05       e. none of the before 

Table 1

To test the effectiveness of a business school preparation course, 8 students took a general business test before and after the course. The results are given below.

	Student
	Exam Score   Before Course (1)
	Exam Score  After Course (2)
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	1
	530
	670
	140

	2
	690
	770
	80

	3
	910
	1,000
	90

	4
	700
	710
	10

	5
	450
	550
	100

	6
	820
	870
	50

	7
	820
	770
	-50

	8
	630
	610
	-20


5. Referring to Table 1, the number of degrees of freedom is

a. 14.            b. 13.            c.8.                d.7.            e. none of the before 
6. Referring to Table 1, if the difference scores reflect the results of the exam after the course minus the results of the exam before the course, the value of the sample mean difference is : 

a. 0               b. 50             c. 68              d.400            e. none of the before
7. Referring to Table 1, the value of the standard error of the difference scores is 

a. 65.027     b.  60.828      c.  22.991       d.  14.696            e. none of the before    
8. Referring to Table 1, what is the critical value for testing at the 5% level of significance whether the business school preparation course is effective in improving exam scores?

a. 2.365       b. 2.145        c. 1.761        d.1.895             e. none of the before
9. Referring to Table 1, at the 0.05 level of significance, the conclusion for this hypothesis test would be:
a. the business school preparation course does improve exam score.

b. the business school preparation course does not improve exam score.

c. the business school preparation course has no impact on exam score.

d. It cannot be drawn from the information given.

e. none of the above

Table  2
Recent studies have found that American children are more obese (fatter) than in the past.  The amount of time children spent watching television has received much of the blame.  A survey of 100 ten-year-olds revealed the following with regards to weights and average number of hours a day spent watching television.  

	Weights
	TV Hours
	Total

	
	0-3
	3-6
	6+
	

	More than 10 lbs. overweight
	1
	9
	20
	30

	Within 10 lbs. of normal weight
	20
	15
	15
	50

	More than 10 lbs. underweight
	10
	5
	5
	20

	Total
	31
	29
	40
	100


We are interested in testing whether the average number of hours spent watching TV and weights are independent at 1% level of significance.
10. Referring to Table 2, if there is no connection between weights and average number of hours spent watching TV, we should expect how many children to be spending 3-6 hours on average watching TV and are more than 10 lbs. underweight?

a. 5               b.  5.8              c.  6.2                   d.  8                 e. none of the before
11. Referring to Table 2, how many children in the survey spend more than 6 hours watching TV and are more than 10 lbs. overweight?

a. 1               b.  9               c.  20                   d. 40                   e. none of the before
12. Referring to Table 2, the critical value of the test will be (at 1% level of significance)
a. 6.635       b.  13.277        c.  14.860        d.  21.666,            e. none of the before
13. Referring to Table 2, suppose the value of the test statistic was 18.889, which of the following conclusions would be correct?  (α= 0.01)

a. We will accept the null and conclude that average number of hours spent watching TV and weights are independent.

b. We will reject the null and conclude that average number of hours spent watching TV and weights are independent.

c. We will accept the null and conclude that average number of hours spent watching TV and weights are not independent.

d. We will reject the null and conclude that average number of hours spent watching TV and weights are not independent.

e. none of the above 

Table 3

Are Japanese managers more motivated than American managers? A randomly selected group of each were administered the Sarnoff Survey of Attitudes Toward Life (SSATL), which measures motivation for upward mobility. The SSATL scores are summarized below.

	
	American
	Japanese

	Sample Size
	211
	100

	Mean SSATL Score
	65.75
	79.83

	Population Std. Dev.
	11.07
	6.41


14. Referring to Table 3, judging from the way the data were collected, which test would likely be most appropriate to employ?

a. Paired t test

b. Pooled-variance t test for the difference between two means

c. Independent samples Z test for the difference between two means

d. Related samples Z test for the mean difference

e. none of the above

15. Referring to Table 3, give the null and alternative hypotheses to determine if the average SSATL score of Japanese managers differs from the average SSATL score of American managers.
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16. Referring to Table 3, assuming the independent samples procedure was used, calculate the value of the test statistic.

            a.   2.58             b.   -2.15          c.   3.22         d.  2.89       e. none of the above

17. Referring to Table 3, suppose that the test statistic is Z = 2.45. Find the p-value if we assume that the alternative hypothesis was a two-tailed test (
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a.  0.0071            b. 0.0142            c. 0.4929            d. 0.9858            e. none of the before  
18. When testing 
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, the observed value of the Z-score was found to be – 2.13. The p-value for this test would be 

a. 0.0166           b. 0.0332            c. 0.9668             d. 0.9834            e. none of the before  

Table 4

If 
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19.  Referring to Table 4, the least squares estimate of the slope coefficient 
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 of the true regression line 
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a. 3.60               b. 0.75                c.1.33                  d. 4.8                    e. none of the before 
20. Referring to Table 4, the coefficient of determination is 

a.  0.2010             b. 0.0201           c. 0.4040             d. 0.0404               e. none of the before 
21. Referring to Table 4, to test the hypothesis 
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, the critical value to test this hypothesis with 10% level of significance is 

a.  1.3968           b. 1.8595             c. -1.3968             d. 2.3060             e. none of the before
22. Referring to Table 4, suppose that the correlation coefficient between dependent variable Y and the independent variable X is 0.80, the interpretation of this number is:

a.  80% of the variability of y is explained by X.

b. there is a strong positive linear relationship between Y and X. 

c. there is a strong relationship between Y and X.

d. there is weak positive linear relationship between Y and X.

e. none of the above 
23. The Variance Inflationary Factor (VIF) measures the 

a. correlation of the X variables with the Y variable.

b. correlation of the X variables with each other.

c. contribution of each X variable with the Y variable after all other X variables are included in the model.

d. standard deviation of the slope.

e. none of the above 

24. The 
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 statistic is used 

a. to determine if there is a problem of collinearity.

b. if the variances of the error terms are all the same in a regression model.

c. to choose the best model.

d. to determine if there is an irregular component in a time series.

e. none of the above.

Table  5
The following table contains the number of complaints received in a department store for the first 6 months of last year.


Month
Complaints

January
36


February
45


March

81


April

90


May

108


June

144
25. Referring to Table 5, if a three-term moving average is used to smooth this series, what would be the last calculated term?

a. 72                b. 93                 c. 114              d. 126             e. none of the before 
26. Referring to Table 5, if a three-term moving average is used to smooth this series, how many terms would it have?

a. 2                b. 3                    c. 4                  d. 5                e. none of the before       
27. Referring to Table 5, if this series is smoothed using exponential smoothing with a smoothing constant of 1/3, what would be the second smoothed value?

a. 39             b. 42                 c. 45                d. 53               e. none of the before 
28. Referring to Table 5, if this series is smoothed using exponential smoothing with a smoothing constant of 0.7, what would be the third smoothed value?

a. 38.4            b. 45.3                 c. 70.2                d. 53               e. none of the before 
29. Referring to Table 5, suppose the last two smoothed values are 81 and 96 (Note: they are not). What would you forecast as the value of the time series for July?

a. 81               b. 86             c. 91               d. 96                e. none of the before      

Table 6 
A contractor developed a multiplicative time-series model to forecast the number of contracts in future quarters, using quarterly data on number of contracts during the 3-year period from 1996 to 1998. The following is the resulting regression equation:


Log10
[image: image36.wmf]Y
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 = 3.37 + 0.117 X – 0.083 Q1 + 1.28 Q2 + 0.617 Q3
where
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 is the estimated number of contracts in a quarter


X is the coded quarterly value with X = 0 in the first quarter of 1996.


Q1 is a dummy variable equal to 1 in the first quarter of a year and 0 otherwise.


Q2 is a dummy variable equal to 1 in the second quarter of a year and 0 otherwise.


Q3 is a dummy variable equal to 1 in the third quarter of a year and 0 otherwise.

30. Referring to Table 6 , the best interpretation of the constant 3.37 in the regression equation is:

a. the fitted value for the first quarter of 1996, prior to seasonal adjustment, is log10 (3.37)

b. the fitted value for the first quarter of 1996, after to seasonal adjustment, is log10 (3.37)

c. the fitted value for the first quarter of 1996, prior to seasonal adjustment, is 103.37
d. the fitted value for the first quarter of 1996, after to seasonal adjustment, is 103.37
e. none of the above 

31. Referring to Table 6, the best interpretation of the coefficient of X (0.117) in the regression equation is:

a. the quarterly compound growth rate in contracts is around 30.92%

b. the annually compound growth rate in contracts is around 30.92%

c. the quarterly compound growth rate in contracts is around 11.7%

d. the annually compound growth rate in contracts is around 11.7%

e. none of the above 

32. Referring to Table 6, the best interpretation of the coefficient of Q3 (0.617) in the regression equation is:

a. the number of contracts in the third quarter of a year is approximately 62% higher than the average over all 4 quarters

b. the number of contracts in the third quarter of a year is approximately 62% higher than it would be during the fourth quarter

c. the number of contracts in the third quarter of a year is approximately 314% higher than the average over all 4 quarters

d. the number of contracts in the third quarter of a year is approximately 314% higher than it would be during the fourth quarter

e. none of the above 

33. Referring to Table 6, to obtain a forecast for the first quarter of 1999 using the model, which of the following sets of values should be used in the regression equation?

a. X = 12, Q1 = 0, Q2 = 0, Q3 = 0

b. X = 12, Q1 = 1, Q2 = 0, Q3 = 0

c. X = 13, Q1 = 0, Q2 = 0, Q3 = 0

d. X = 13, Q1 = 1, Q2 = 0, Q3 = 0

e. none of the above 
34. Referring to Table 6, using the regression equation, which of the following values is the best forecast for the number of contracts in the third quarter of 1999?

a. 49091             b. 133352               c. 421697             d. 1482518                e. none of the before 
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