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Q1. Let A be an n x n nonsingular matrix and adj(A) its classical adjoint.
(a) What is the relation between A~! and adj(A)

(b) Show that if adj(A) is symmetric, then A is symmetric.



Q2.Writer the real valued function g(x) = 2z% + 223 + 10z;79 in the quadratic form
g(x) = xT Ax for some symmetric matrix A.

Use the Principle Axes Theorem to find an equivalent quadratic form h(y) where y =
(y1 2)"



0
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(a) Is A diagonalizable? Why?

(b) Find the eigenvalues and the associated eigenvectors of A.



Q4.Let L : R* — R3 be a linear transformation with

(e1) ey — 3e3

(e2) = 2e; — 3ey + 10e3
L(es) = 3e; + 4ey — 6Geg

(e4) = 4dey + Heg — Teg
where {ey, s, €3, €4} is the standard basis for R2.
(a)Find a matrix representation of L

(b)What is the rank of L?



Q5

(a) Write the definition of similar matrices.

(b) Show that if A and B are invertible matrices, then AB and BA are similar.



Q6. If x is an eigenvector of A corresponding to A\, what is A%x?



Q7. Let A be an n x n matrix such that A = PDP~! where D is a diagonal matrix. Show
that A¥ = PD*P~1. What are the diagonal entries of D*¥ compared to those of D?



Q8. Let x1, 75 and x3 be linearly independent vectors in ®* and let A be a nonsingular
4 x 4 matrix. Prove that if y; = Az, yo = Axs, and y3 = Axs the y1, y2, and y3 are linearly
independent.



Q9. Let

2 3 -4
A=10 -4 2
1 -1 5

(a) Find the cofactors Ajq, As; and Asy
(b) Use part (a) to find the determinant of A.



Q10. Consider the matrix

A:

SN =
O N =
wW Ot DN
W ot N

(a) Find a basis for the null space of A (Solution space of Az = 0).
(b)What is the nullity of A?



(a) Determine whether or not the rows of A are orthogonal.

(b) Determine whether or not A is an orthogonal matrix and why.



Q12. TRUE or FALSE

a) ( ) For any matrix A, the product AAT is diagonalizable.

b) ( ) If A and B are symmetric matrices, then AB is symmetric.

c) ( ) If A is an invertible 3 x 3 matrix, then its rows form a basis of R>.

d) ( ) If Ais an m x n matrix and B = rref(A), then ker(A) = ker(B).

e) ( ) If A and B are matrices whose eigenvalues are the same, then A and B are
similar.

f) ( ) Suppose u and v are nonzero vectors and (u,v) = 0, then u and v are

linearly dependent.

has no eigenvalues



