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The line of best fit is motivated through a gentle introduction based on coordinate 
geometry and basic statistics. Least squares sense is explained by simple examples. 
Several mnemonically plausible points are proposed to help draw the line of best fit.  
 
 
1. Introduction 
 
In simple linear regression, the intercept and slope parameters are estimated by 
minimizing the sum of squared errors for every sample points. The concept is not easy to 
explain to students who are not that motivated in differential calculus. In this paper we try 
to motivate students by capitalizing on their background of elementary coordinate 
geometry and basic statistics. Several mnemonically plausible points are proposed to help 
draw the line of best fit.  
 
2. The Use of All Points in Determining Slope and Intercept 
 
From elementary coordinate geometry, a straight line y xα β= + is determined by 
finding β , the slope  and then α , the -intercepty . The slope is determined by any two 
points on the line. If we have n pairs of points say ( , )i ix y , 1, 2, ,i n= , all of which 
are on a straight line, then we need any two points to determine the slope of the line. If 
those two points are ( , )i ix y  and ( , )k kx y , then the slope of the line is given by 
 

,i k

i k

y y
x x

β −
=

−
 ( 1,2, , ;  1, 2, , ;  )i n k n i k= = ≠ .     (2.1) 

 
Then one can determine the -intercepty and obtain the line. Indeed if all the points fall on 
a line, one can check that the line also passes through ( , )x y . Hence, one can write the 
slope formula as 
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The numerator and denominator of the right hand side of (2.2) show the variation in 
-valuesy and -valuesx respectively around their respective means. It thus makes sense to 

use the ratio of standard deviations of -valuesy and -valuesx respectively to determine 
slope or gradient.  In what follows we denote   
 

2 2( ) ( 1) xx xs x x n s= − = −∑ ,   2 2( ) ( 1) yy ys y y n s= − = −∑   

 and    ( )( )xys x x y y= − −∑                       (2.3) 
 
where 2

xs , 2
ys  and /( 1)xys n −  are the sample variance of x , sample variance of y and 

sample covariance between x and y . If the points fall on a line with positive slope,  the 
gradient of the line is given by /y xs s , but if the points fall on a line with negative slope,  
the gradient of the line is given by /y xs s−  . Thus a general formula for the slope of the 
line would be  /  y xr s s where the value of r is 1 or 1− depending on positive or negative 
slope of the line. This formula accommodates all sample points though algebraically it is 
equivalent to the usual formula in (2.1) or (2.2). Thus a slope formula of a line where all 
the points are on the line can be written as: 
 

  ,   1,  1.y

x

s
b r r

s
= = −         (2.4) 

 
 
3.  Determining the Slope and Intercept of the Line of Best Fit 
  
If the scatter diagram (scattergram) of the two variables do not form a line ( )y xα β= +  
but shows a linear trend with the model y xα β ε= + + , where ε  is error in y to settle 
to xα β+ corresponding to .x  How we can use all the points in the determination of the 
slope of the line of best fit? Observe that in (2.1) or (2.2), we are using the 'differences' as 
a criterion to determine the slope. Indeed the difference iy y− or ix x−  ( 1, 2, , )i n=  
measures the variation in -valuesy or -valuesx around their means y and x . In this 
case, we try to estimate a line of best fit through the concentration of points. In analogy 
with the case of perfect linearity, one can argue that the line of best fit passes through the 
average point ( , ).x y  
 
Analogous to (2.4), a formula that takes care of all points to find the gradient (slope) of 
the line of  'best' fit is given by 

  y

x

s
b r

s
=                      (3.1) 

 
where r is given by 11 ≤≤− r . The intermediate values of r shows the strength of 
linearity of the points. Note that the slope formula in (3.1) simplifies to (2.1) in case all 
the points fall on a line. Since the line or the line of best fit passes through the mean point 
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(see 2.2), it would be reasonable to see how the values of x and y vary around their 
means. Thus the issue is how to incorporate ( )ix x− and ( )iy y− in determining the 
strength ( )r of linearity of the points. Since the slopes depend on their signs, a formula 
for r may be  
 

1
( )( )n

i ii
x x y y

=
− −∑                    (3.2) 

 
which may be weighted by their standard deviations to squeeze it between 1− and 1. 
Another reason would be to give importance to the concentration of the data points. Thus 
a refined formula for r is given by 
 

1

/( 1)( )( )n xyi i
i

x y x y

s nx x y y
s s s s=

−− −
=∑        (3.3) 

 
or 
 

1   z  
1 x yr z

n
=

− ∑  ,         11 ≤≤− r                                                             (3.4) 

 
where ( ) /x xz x x s= − and ( ) /y yz y y s= −  are the -scoresz  of the variables x and 
y respectively. Note that by (2.3), the formula in (3.4) can also be written as in the 
following popular form 
 

.xy

xx yy

s
r

s s
=           (3.5) 

 
Since the line of best fit y a bx= + passes through the center of gravity )  ,( yx  with b  as 
in (3.1), the intercept is a y bx= − .  But some readers may prefer to join two points to 
draw the line of best fit. In Section 4, we will explore some mnemonically plausible 
points any two of which can be joined to form the line of best fit. 
 
 
4. The Regression Line Simplified  
 
The line of best fit is also popularly known as linear regression. It is a statistical method 
for determining the slope and intercept parameters for the equation of a line that "best 
fits" a set of data y xα β ε= + + . The dependent variable ,y   better known as a 
response variable, is the one we want to predict in terms of the explanatory variable .x  
The parameters  and α β respectively are also called regression coefficients, and ε  is the 
error. The estimated line is  
 
ŷ a bx= +                (4.1) 
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where a  and b are given by (3.5) and (3.1) respectively. The word 'best' means β  is 
estimated in such way that the sum of squared value of errors (or residuals), ˆy y−  would 
be minimized. Thus, this estimator is also called least squares estimator or simply LSE.  
Though the line of best fit passes through (0, )a  and ( / ,  0)a b− , the choice of zero or 

/a b− for the value of x may not always be meaningful as these may be far away from 
the scatter diagram of the data. In the following proposition, we provide two points that 
stems out from the consideration of the concentration of the points.  One advantage of 
knowing these two points is that instructors can easily use them to guide students in 
drawing the line of best fit. This should make the student feel more comfortable with the 
material as they can use their prior knowledge of high school analytic geometry.  
 
Preposition:  The estimated linear regression line passes through ( , )x y and 
( ,  )xx xyx cs y cs+ + where c is so chosen such that xxx cs+ does not exceed the largest 
x in the sample. 
 
If the line of best fit passes through ( , )x y , then for any ,x  
 
ˆ ( ) ( )y a bx y bx bx y b x x= + = − + = + − .  

 
Thus if  xxx x cs= + , then ˆ ( ) xxx yx xy y b xx cs cbs cs+= + − = =  meaning the line of 
best fit passes through ( , )xx xyx cs y cs+ +  . The line of best fit passes through the mean 
point and also a point which is xxcs  units away horizontally and xycs  units away 
vertically from the mean point. It may be noted that the quantity c in the proposition can 
be chosen such that xxx cs+ is between the smallest min( )x  and the largest min( )x  values 
of x . That is min maxxxx x cs x≤ + ≤ which means 
 

maxmin .
xx xx

x xx x c
s s

−−
≤ ≤         (4.2) 

 
There are also other interesting points on the regression line that are possibly in the data 
concentration. A table is prepared below: 
 
x  ŷ  Comments 
x  y   

xxx cs+  xyy cs+  min maxxxx x cs x≤ + ≤  
x v+  y bv+  /x yv s s=  
x r+  y br+  r is any value from 1− to 1 and not necessarily the observed 

sample correlation coefficient. 
 
The last row of the table includes points such as ( 1, )x y b+ +  or ( 1, )x y b− − . 
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Example 4.1 Suppose that the amount of time ( )x spent per week on a Statistics Course 
contributes to student grades ( )y .  That is, the more the time spent, the higher is the 
grade. Suppose that ( , )x y  is a data point and we have 3 observations 

(4,80),  (5,83),  (6,88)A B C . It can be checked that 
 

( )( ) (15)(251)1263 8,
3x y

x ys xy
n

∑ ∑
= ∑ − = − =  

 
2 2

2 ( ) (15)77 2
3xx

xs x
n

∑
= ∑ − = − = . 

 
The sample means are 5x =  and 83.67y = so that the regression line passes through 
( ,  ) (5,  83.67)x y = . In addition, it also passes through  ( ,  )xx xyx cs y cs+ + , or, 
(5 2 ,  83.67 8 )c c+ + where c can be chosen as 0.5 to make the time spent per week to be 
6. The point is calculated to be (5 2 0.5,  83.67 8 0.5)+ × + ×  or (6,  87.67) .  By plotting 
the above two points we get the regression line as shown in the Figure 1 below.. One can 
also check that the slope and the intercept are then given by (87.67 83.67) /(6 5) 4− − =  
and 63.67 respectively, so that the line is given by  
 
ˆ 63.67 4y x= + .         (4.3) 

 

y = 63.667+4x
R2 = 0.9796
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Figure 1. Time Spent on Studies Versus Course Grades 
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Hence we show that the line of best fit passes through the mean point and also a point 
which is 2xxs =  units away horizontally and 8xys =  units away vertically from the mean 
point.  
 
The quantity r is, indeed, defined as the linear correlation coefficient between x  and y . 
If the random variables are perfectly correlated, the gradient of the line of best fit  is 
given by /y xs s   for perfect positive correlation, and /y xs s−   for perfect negative 
correlation (Mayer and Sykes, 1996, p 35). There is a tendency among some applied 
statisticians to use the above gradient for the line of the best fit when the variables are 
very strongly (but not perfectly) correlated. This results in a line called the SD (Standard 
Deviation) line. In other words, it is the line around which the points are clustered when 
they are highly correlated.  
 
Suppose that /y xb s s= (i.e., 1)r = , and xx x cs= + , then 
ˆ ( )x yy a bx a b x cs y cs= + = + + = + . This means if the line of best fit has a positive 

slope /y xb s s= , then ‘SD’ (Standard Deviation) line passes through ( , )x yx cs y cs+ + . 
That is SD line passes through the average point and a point which is xcs units away 
horizontally and ycs units away vertically. Alternatively, suppose that 

/y xb s s= − (i.e., 1)r = − , and xx x cs= + , then ˆ ( )x yy a bx a b x cs y cs= + = + + = − . 
This means if the line of best fit has a negative slope /y xb s s= − , then ‘SD line’ passes 
through ( , )x yx cs y cs+ − . That is ‘SD line’ passes through the average point and a point 
which is xcs units away horizontally and ycs− units away vertically.  
 
 
5. The Average Sense of Slope 
 
In this section we provide an example for the average sense of the slope of the line of best 
fit which is due to Lipovetsky and Conklin (2001).  
 
Example 5.1 Consider estimating a regression line through following data set 

(4,80),  (5,83),  (6,88)A B C . We will use the notation ( )b LMN  to mean the slope of the 
line that best fits the set of data points ,L M and .N It is checked in Section 3 that  
 

8( ) 4
2

xy

xx

s
b ABC

s
= = =  

                                                                                                                     
which is the slope of an estimated regression line through the data points of  ,  A B and 

.C  Now we demonstrate that the average of the slopes of lines based on pairs of points 
(A & B), (A & C) & (B & C) is equal to the slope parameter calculated above. The slopes 
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of the lines passing through (4,80)A  and (5,  83)B ,  (4,  80)A  and (6,  88)C , and, 
(5,  83)B  and (6,  88)C  are given by 

 
83 80( ) 3
5 4

b AB −
= =

−
, 88 80( ) 4

6 4
b AC −

= =
−

and 88 83( ) 5
6 5

b BC −
= =

−
  

 
respectively. The average of these 3 slopes gives the least squares estimate of the slope: 
 

( ) ( ) ( ) 3 4 5 4 .
3 3

b AB b AC b BC b+ + + +
= = =  

 

6. The Least Squares Sense 
 
In this section we provide a sense of least squares by an example. 
 
Example 6.1 If the intercept and the slope parameter is estimated by only two points 

(4,  80)A and (5,  83)B , the slope is given by 83 80( ) 3
5 4

b AB −
= =

−
, and hence the 

intercept is 68. The sum of squared errors is calculated below.  
 
Sample ˆ ( ) 68 3y AB x= + e  2e  

(4,  80)A  80 0 0 
(5,  83)B  83 0 0 
(6,  88)C  86 2 4 

SSE  4 
 
 
The sum of squared errors when the intercept and the slope parameter are estimated by 
only two points (4,  80)A and (6,  88)C is calculated below. The slope is given by 

88 80( ) 4
6 4

b AC −
= =

−
, and hence the intercept is 64.  

 
Sample ˆ ( ) 64 4y AC x= + e  2e  

(4,  80)A  80 0 0 
(5,  83)B  84 1−  1 
(6,  88)C  88 0 1 

SSE  1 
 
If the intercept and the slope parameter are estimated by only two points (5,  83)B and 

(6,  88),C  the slope is given by 88 83( ) 5
6 5

b BC −
= =

−
, and hence the intercept is 64. The 

sum of squared errors is calculated below.  
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Sample ˆ ( ) 58 5y BC x= + e  2e  

(4,  80)A  78 2 4 
(5,  83)B  83 0 0 
(6,  88)C  88 0 0 

SSE  4 
 
 
The sum of squared errors when the intercept and the slope parameter is estimated by all 
three points A and B is calculated below.  
 
If the intercept and the slope parameter are estimated by all three points 

(4,80),  (5,83),  (6,88)A B C , the sum of squared errors is calculated below. From (4.3), 
we have ˆ 63.67 4 .y x= +  
 
Sample ˆ ( ) 63.67 4y BC x= + e  2e  

(4,  80)A  79.67 0.33 0.11 
(5,  83)B  83.67 0.67−  0.45 
(6,  88)C  87.67 0.33 0.11 

SSE  0.67 
 
The average of the SSE of the 3 lines are (1 4 4) / 3 3+ + =  while the SSE  of the line of 
best fit is 0.67 approximately. 
 
Appendix: Algebraic Approach to Derive Slope and Intercept 
 
Though the derivation based on differential calculus is very popular, it may not be easily 
understandable at the introductory level. However, for some avid readers, we present an 
algebraic method that does not depend on differential calculus in this section to estimate 
parameters of the line of best fit.  
 
If the regression line y xα β ε= + +  is estimated by the line of best fit ˆ iy a bx= + , then 
SSE is given by   
 

2

2

[ ( )]

  [( ) ( ) ( )] .
i i

i i

L y a bx

y y y bx a b x x

= ∑ − +

= ∑ − + − − − −
  

 
The above can be expanded as 
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2 2 2 2

2 2

[( ) ( ) ( ) 2( )( )
   2 ( )( ) 2 ( )( )]

   ( ) 2 .

i i i

i i i

yy xx xy

L y y y bx a b x x y y y bx a
b y y x x b y bx a x x

s n y bx a b s bs

= ∑ − + − − + − + − − −
− − − − − − −

= + − − + −

 

 
This can be manipulated as  
 

22
2

2
2 2

( )

  (1 ) [ ( )] .

xy xy
yy xx

xx xx

xy
yy xx

xx

s s
L s s b n y bx a

s s

s
s r s b n a y bx

s

⎛ ⎞
= − + − + − −⎜ ⎟

⎝ ⎠

⎛ ⎞
= − + − + − −⎜ ⎟

⎝ ⎠

 

 
Since 0yys ≥ , 21 0r− ≥ , the quantity L attains the minimum value when  

0xy

xx

s
b

s
− =  and ( ) 0a y bx− − = simultaneously. Hence the least squares estimates of the 

slope and intercept are xy

xx

s
b

s
=  and a y bx= −  respectively. 

 
 Suppose that the regression line passes through the origin so that y xβ ε= + . Let the 
estimated line be ŷ bx= , where b  is the slope of the estimated line and the intercept is 
zero.  Then SSE  is given by 2( )i iL y bx= ∑ − which can be written as  

222 )(2 iiii xbyxbyL ∑+∑−∑= . 
 
Denoting 2

yy is y= ∑ , 2
xx is x= ∑ , xy i is x y= ∑ , the quantity L can be written as  

 
2

22

2
2

2

  

  (1 ) ,

yy xy xx

xy xy
yy xx

xx xx

xy
yy xx

xx

L s bs b s

s s
s s b

s s

s
s r s b

s

= − +

⎛ ⎞
= − + −⎜ ⎟

⎝ ⎠

⎛ ⎞
= − + −⎜ ⎟

⎝ ⎠

  

 

where xy

xx yy

s
r

s s
= . The quantity L is minimized if 0xy

xx

s
b

s
− = , i.e.,  xy

xx

s
b

s
= . 
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