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ABSTRACT

We consider a model of branching stochastic process which takes into account
the incubation period of the life of individuals. We demonstrate that such
processes may be treated as a two-type age-dependent branching process
with a periodic mean matrix. Based on this we derive the extinction proba-
bility and the asymptotic behavior of the mean number of individuals, when
the Malthusian parameter exists. Exact formulas for the expected extinction
time and for the distribution of the number of generations to extinction will
be obtained. Possible applications in determining of the optimal vaccination
rate in epidemics will also be discussed.
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Key Words: incubation period, branching process, ultimate extinction, time
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1 INTRODUCTION

In applications of branching processes one may have a situation, when new
individuals are born not only during life time or at time of death of the par-
ent, but also some period of time (called incubation period) after her death
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or departure from a given region. For example, in fish or turtle populations
the individuals lay a large number of eggs during the spawning period and
leave the spawning ground. After an incubation period which depends on
the weather, water temperature and other factors, these eggs generate new
individuals. Another example can be found in plant populations, where the
plants produce a large number of seeds, which generate new plants after
an incubation period. The last example relates to the spreading of infec-
tious diseases, where the time span elapsing from the time of infection to
the development of symptoms is referred to as the incubation period (see
Mode and Sleeman[14], p. 23). In this paper we study a modification of the
branching stochastic process which takes into account the incubation period
of individual’s life time.

We consider a population of individuals of the same type who colonize
a region. Assume that at time zero we have a single individual (ancestor)
of age zero labelled by I. This individual lives a random time LI . At the
end of the time interval LI the individual dies or leaves the region (emigrate)
after laying a random number νI of eggs (seeds). Each egg E, after a random
incubation period τE, independently of the others generates ξE individuals
of age zero, with P{ξE = 1} = 1 − P{ξE = 0} = p. This means that each
egg generates one individual with probability p and will be ”destroyed” with
probability q, 0 ≤ q < 1, p + q = 1. These new individuals, independently
of each other, behave in the same manner as the initial ancestor, i.e. live
a random period of time and lay a random number of eggs, before they
die or emigrate, and so on. In branching processes the ”life-history” of an
individual is associated with its life span and offspring size. In our process
the life-history of individual I is given by the pair (LI , νI) and, similarly, the
life-history of egg E is given by (τE, ξE). The key assumption in branching
processes is independence of lives of distinct individuals, which means in our
process that the pairs (LI , νI) and (τE, ξE) are independent and, for distinct
I and E, are independent copies of some pairs (L, ν) and (τ, ξ) respectively.

It is known that ”susceptible-infectious-removed” (SIR) epidemic model
can be approximated by branching processes, when the initial number of
susceptible individuals is large ( see Andersson and Britton[1], p. 22). More
precisely, in SIR epidemic models it is assumed that individuals are at first
susceptible, if they get infected, they become infectious and remain so for
some time, after which they recover and become immune. An individual
is said to be removed, if he (or she) has recovered and is immune or dies,
and does not further participate in the epidemic. In the framework of the
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epidemic models L and ν may be understood as the infectious period and
the number of contacts during the infectious period of a single infective in-
dividual. Naturally, the variable τ is the incubation period and q may be
considered as immune rate or as the rate of vaccination. We assume that
p > 0 to exclude the trivial case, when the process will extinct in the first
generation.

Branching processes have been used to approximate the stochastic models
of the epidemic ever since Bartlett[4] and Kendall [13]. Recent work on the
subject have been done by Ball and Donnelly[3], Farrington and Grant[5] and
Farrington et al.[6] . In Chapter 3 of Andersson and Britton[1] a systematic
study of SIR epidemic models, based on the branching approximation is
presented. The recent monograph by Mode and Sleeman[14] is an excellent
source on applications of stochastic processes in epidemiology. In particular,
in Chapter 2 of this monograph, possible distributions of the incubation
period are discussed.

The paper is organized as follows. In Section 2 we demonstrate that in-
tegral equations for the generating functions of the process with incubation
can be derived using similar equations for a multi type age-dependent process
and define a threshold parameter of the process. In Section 3 an equation
for the extinction probability and exact formulas for the mean extinction
time are obtained. In the linear fractional case, distributions of the num-
ber of generations before extinction are derived and illustrating examples are
given. Section 4 contains a theorem providing asymptotes for the mean of
the process, when the Malthusian parameter exists, in all cases of criticality.

2 EQUATIONS FOR GENERATING FUNCTIONS

The process that has been described can be given by the distributions of pairs
(L, ν) and (τ, ξ). If the offspring number does not depend on the life span
of the parent and also the fate of the egg is independent of the incubation
period, then the marginal distributions

G1(t) = P{L ≤ t}, G2(t) = P{τ ≤ t}, t ≥ 0

with support on [0,∞) and distributions

pk = P{ν = k}, k ≥ 0, p = P{ξ = 1} = 1 − P{ξ = 0}
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define the process completely.
Realizations of the process are given by the vector X(t) = (X1(t), X2(t)),

where X1(t) is the number of individuals and X2(t) is the number of eggs.
The process X(t) can be considered as a multi-type age-dependent process
with types of individuals K1 and K2. Individuals of type K1 generate only
individuals of type K2 and vice versa i.e. evolution of the process has the
form of transformations K1 → K2 and K2 → K1 . The components of the
vector X(t) are, naturally, the numbers of individuals of types K1 and K2 at
time t. Let sx = sx1

1 sx2
2 for any two vectors s = (s1, s2), x = (x1, x2) and

F i(t, s) = E[sx(t)|X(0) = εi], i = 1, 2,

where |s| ≤ 1, εi = (δ1i, δ2i) and δij is the Kronecker delta (δii = 1, δij =
0, i �= j). We also denote by Φ(s) and ϕ(s) the generating functions of ν and
ξ respectively. If pk = P{ν = k}, then

Φ(s) =
∞∑

k=0

pks
k, ϕ(s) = q + ps,

and m = Eν = Φ′(1), σ2 = Eν(ν − 1) = Φ′′(1).

Proposition 1. The probability generating functions F i(t, s) for |s| ≤ 1, i =
1, 2, satisfy the following non linear integral equations

F 1(t, s) = s1(1 − G1(t)) +

∫ t

0

Φ(F 2(t − u, s))dG1(u), (2.1)

F 2(t, s) = s2(1 − G2(t)) + qG2(t) + p

∫ t

0

F 1(t − u, s)dG2(u). (2.2)

with initial conditions F i(0, s) = si, i = 1, 2.

Proof. Denote Xn = (X1
n, X2

n), n ≥ 0, where X i
n, i = 1, 2, is the number of

individuals of type Ki in the n th generation. It is well known that Xn, n ≥ 0,
is simple two type Galton-Watson process with offspring generating functions
F i(s) = E[sX1 |X0 = εi], i = 1, 2. It follows from the definition of the process
that

F 1(s) = Φ(s2), F 2(s) = ϕ(s1). (2.3)

4



The assertion of the proposition now follows from corresponding results for
multi type age-dependent processes (see Theorem 8.1.1, Ref.[16], p. 231 or
equation (2) in Ref.[2], p. 225).

By substitution we obtain from equations (2.1) and (2.2) that

F 2(t, s) = (1 − G2(t))s2 + qG2(t) + ps1(G2 − G1 ∗ G2(t)) + pC(t), (2.4)

where

C(t) =

∫ t

0

∫ t−u

0

Φ(F 2(t − u − x, s))dG1(x)G2(u),

and * stands for the convolution. The last equation says, if there is an egg at
time zero, then at time t with probability 1−G2(t) it still exists, with prob-
ability qG2(t) the incubation period ends but no individual is born and with
probability p(G2(t)−G1 ∗G2(t)) after the incubation period an individual is
born and still alive. The last term in (2.4) takes care of the case, when the
individual dies after laying a random number of eggs.

If G2(0+) = 1, i.e. no incubation period, we obtain from (2.2) that F 2(t, s) =
ϕ(F 1(t, s)). Consequently, the equation (2.1) will take the form

F 1(t, s) = s1(1 − G1(t)) +

∫ t

0

Φ(ϕ(F 1(t − u, s)))dG1(u).

In this case process X1(t) is the following modification of single-type age-
dependent process. The reproduction of individuals is according to the usual
branching process, however, after reproduction, each of the new born indi-
viduals may emigrate (or may be killed) with probability q. Note that this
model is close to the branching process with disasters, considered by Kaplan
et al.[11], where individuals participating in the process, may disappear at
renewal moments of a renewal process. If G2(0+) = 1 and p = 1, we obtain
the single type Bellman-Harris process.

We denote by M = (Mij, i, j = 1, 2) the matrix of expected offspring of a
single individual, where i and j denote types of the parent and of the offspring
respectively. It is clear that

Mij =
∂F i(s)

∂sj

|s=1,
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where 1T = (1, 1). Therefore we have due to (2.3) that

M =

(
0 m
p 0

)

where m = Eν. It is easy to see that M has eigenvalues ±√
pm. Thus

ρ =
√

pm is the Perron eigenvalue and corresponding positive right and left
eigenvectors U = (u1, u2)T ,V = (v1, v2) are

U =

( √
pm

p +
√

pm
,

p

p +
√

pm

)T

, V =

(
p +

√
pm

2
√

pm
,

p +
√

pm

2p

)
.

The eigenvectors are normalized such that UT1 = 1,V U = 1.
We have

∑2
j=1 EX i

ju
j = ρui and

∑2
i=1 EX i

jvi = ρvj. Concerning the second

factorial moments bi
jk = E[X i

jX
i
k], j �= k and bi

jj = E[X i
j(X

i
j − 1)], we find

due to (2.3) that b1
22 = σ2 and bi

jk = 0 for all other possible values of i, j and
k. Therefore

b =
2∑

i=1

2∑
j=1

2∑
k=1

vib
i
jku

juk = σ2v1(u
2)2 =

σ2p
√

p/m

2(p +
√

pm)
.

Following the general theory, we call process X(t) subcritical, critical and
supercritical, if mp < 1,mp = 1, σ2 > 0 and mp > 1 respectively.

Since X(t) is two type age-dependent branching process with the offspring
distribution of a special form, existence of solutions for equations (2.1), (2.2)
and (2.4) follows from corresponding existence theorems in the general the-
ory. For example, it follows from Theorem 8.2.1 ( see Ref.[16], p. 234) that,
if Gi(0+) = 0, i = 1, 2, and Eν < ∞, then the system of equations (2.1)
and (2.2) has a unique solution (F 1(t, s), F 2(t, s)) in the class of probability
generating functions. The condition Gi(0+) = 0, i = 1, 2, excludes the situa-
tion of instantaneous death of the individuals and the case of zero incubation
period. From now on we assume that Gi(t), i = 1, 2, have no atoms at point
zero.

3 EXTINCTION

First we discuss the probability of ultimate extinction of the process X(t).
Since the state 0 is absorbing, it can be defined as

Qi = P{X(t) = 0, for some t > 0|X(0) = εi}
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for the process started with one individual of type Ki. Since, when Gi(0+) =
0, i = 1, 2,

{X(t) = 0, for some t > 0} = {Xn = 0, for some n > 0},

we just need to find the extinction probability of the Galton-Watson process
Xn, n ≥ 0, constituted by generation sizes of X(t).

Proposition 2. The extinction probability Q2 is the smallest non-negative
root of the equation

Φ(x) =
x − q

p
(3.1)

and Q1 = (Q2 − q)/p.

Remark. It is obvious that the equation (3.1) always has at least one root
x = 1. Since Φ(x) is convex and increasing, it may have another root which
is less than one. If p = 1, we have a situation, when an individual who had
a contact will surely be infected. In this case the extinction probability of
the process is the smallest non-negative root of Φ(x) = x and coincide with
the extinction probability of the contact process. Figure 1 shows that, gen-
erally speaking, the extinction probability of the process with vaccination is
greater than extinction probability of the contact process. If the vaccination
rate is large enough, we may have a situation, when the epidemic becomes
extinct while the process of contacts explodes (for example, when m > 1 but
mp < 1).

Proof. It follows from Theorem 5.1.4 (see Ref.[16], p. 161) that the extinction
probability vector (Q1, Q2) of the process Xn is the root of the system of
equations

F i(s) = si, i = 1, 2, (3.2)

which is closest to the origin in the unit cube {s : 0 ≤ s ≤ 1}, s = (s1, s2).
Taking into account relations (2.3) we obtain from (3.2) the following equa-
tions {

Φ(s2) = s1

ϕ(s1) = s2.
(3.3)

The assertion of the proposition follows from this by simple substitution.
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It follows from Proposition 2 that, if mp ≤ 1, then X(t) become extinct with
probability 1 and, if mp > 1, then there are positive probabilities 1−Qi, i =
1, 2, that the process explodes.

Now we consider an important variable related to survival of the process,
namely the time to extinction. It is defined as

T i
0 = min{t : X(t) = 0|X(0) = εi}, i = 1, 2.

The time to the extinction measured by the number of generations can sim-
ilarly be defined as

N i
0 = min{n : Xn = 0|X0 = εi}, i = 1, 2.

Now we use a traditional notation for the individuals participating in our
process. We label the individuals by elements of the set I = ∪∞

k=0N
k, N =

{1, 2, ...}, Nk = Nk−1 × N, N0 = {0}. The initial ancestor will have the
label 0. The direct offspring of the initial ancestor we label by (0, 1), (0, 2), ...,
and so on. Similarly we denote by γ′ = (γ, j) = (0, i1, ..., ik, j) the jth
direct offspring of the individual γ = (0, i1, ..., ik). For two vectors γ =
(0, i1, ..., ik) and λ = (j1, ..., jm) the ordered pair (γ, λ) we understand as
k + m + 1 dimensional vector (0, i1, ..., ik, j1, ..., jm). Note, for example, that,
if the initial ancestor is an egg, then the population of the first generation
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contains only individual (0, 1) and the individuals of the second generation
are (0, 1, 1), (0, 1, 2) and so on.

If N i
0 = n, then there is at least one individual γ = (0, i1, i2, ..., in−1) in

(n− 1)th generation. Therefore the survival time T i
0 of the process equals to

the sum of the life time of γ and the life times of all parents of γ. Thus we
obtain the following relationship between T i

0 and N i
0:

T 1
0 =




∑N1
0 /2

i=1 (Li + τi), if n is even,

∑(N1
0−1)/2

i=1 (Li + τi) + L0, if n is odd,

where Li, τi, i ≥ 0 are independent random variables such that Li
d
= L, τi

d
= τ

and ”d” means equality of distributions. Similarly we find

T 2
0 =




∑N2
0 /2

i=1 (Li + τi), if n is even,

∑(N2
0−1)/2

i=1 (Li + τi) + τ0, if n is odd.

Since the life times and offspring numbers of the individuals are indepen-
dent, we conclude that in the above random sums summands and the number
of summands are independent. Therefore, when EN i

0, EL and Eτ are finite,
by simple total probability arguments we obtain:

ET 1
0 =

EL + Eτ

2
EN1

0 +
EL − Eτ

2
P{N1

0 is odd}, (3.4)

ET 2
0 =

EL + Eτ

2
EN2

0 +
Eτ − EL

2
P{N2

0 is odd}. (3.5)

It is not surprising that the expected time to extinction essentially depends
on the means of the infectious and incubation periods.

Now we focus our attention on the distribution of N i
0. The distribution of

the number of generations before the extinction in branching processes has
received little attention in the literature. Harris[9] considered the special case
when the number of offspring is at most 2. In Karlin and Taylor[12] (page
318) ceratin results for the distribution of the number of generations before
extinction are presented, when the offspring distribution is geometric. In
Farrington and Grant[5] the generation distribution is derived for Bernoulli,
geometric and Poisson offspring distributions. In recent book by Haccou at
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al. (see Ref[8], p. 115) lower and upper bounds for the distribution in general
case are obtained. All these results are related to simple Galton-Watson
branching processes.

We obtain exact formulas for the distribution of the number of generations
before the extinction N i

0, i = 1, 2, for the process with incubation, in the case,
when the offspring generating function has the form of a linear fractional
transformation. Namely, we assume that

Φ(s) =
α + βs

1 − δs
, (3.6)

where 0 ≤ δ < 1. Since Φ(s) is the probability generating function, coef-
ficients in Taylor expansion must be positive. Therefore (3.5) includes the
general case of the ratio of two arbitrary linear functions. Note that probabil-
ity generating functions of some known distributions, such as Bernoulli, first
success, geometric or modified geometric distributions have a form of (3.5).
Probability generating distributions of this form are only known non-trivial
generating functions whose iterates can explicitly be computed.

We denote F i
n(s) = E[sXn|X0 = εi], i = 1, 2, where Xn is the embedded

Galton-Watson process, defined in the proof of Proposition 1. Then F i
1(s) =

F i(s) and
F i

n+1(s) = F i
n(F 1(s), F 2(s)), i = 1, 2. (3.7)

Since {N i
0 ≤ k} = {Xk = 0|X0 = εi}, we obtain that for any k ≥ 1

P{N i
0 ≤ k} = F i

k(0), i = 1, 2. (3.8)

Let π1(s) = Φ(ϕ(s)), π2(s) = ϕ(Φ(s)) and πi(k, s), i = 1, 2, be kth
functional iteration of πi(s). Using relations (2.3) and (3.6) we obtain

F i
2k(s) = πi(k, si) (3.9)

for i = 1, 2 and for the odd iterations we have

F 1
2k+1(s) = π1(k, Φ(s2)), F 2

2k+1(s) = π2(k, ϕ(s1)). (3.10)

Proposition 3. If Φ(s) has the form of (3.5) and mp = 1, then
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a) P{N1
0 ≤ 2k} = 1 − (1 + ∆pk)−1;

b) P{N1
0 ≤ 2k + 1} = 1 − (1 − p0)(1 + ∆p(1 − p0)k)−1;

c) P{N2
0 ≤ 2k} = 1 − (1 + ∆k)−1;

d) P{N2
0 ≤ 2k + 1} = 1 − p(1 + ∆pk)−1;

where ∆ = δ(1 − δ)−1, p0 = Φ(0) and k = 0, 1, 2, ...

Proof. We first consider N1
0 . It follows from (3.7) and (3.8), that its distri-

bution can be given in terms of

π1(s) = Φ(ϕ(s)) =
a + bs

1 − cs
, (3.11)

where

a =
α + βq

1 − δq
, b =

βp

1 − δq
, c =

δp

1 − δq
. (3.12)

Using identities π1(1) = 1 and π′
1(1) = mp = 1, we obtain that a =

c, a + b = 1 − c = 1 − a. Therefore, if we rewrite π1(s) in the form

π1(s) = 1 − (c + b)(1 − s)/(1 − c)

1 + c(1 − s)/(1 − c)
,

we realize that (1− c)−1(c + b) = 1 and (1− c)−1c = B/2, where B = π′′
1(1).

Thus

π1(s) = 1 − 1 − s

1 + (B/2)(1 − s)
. (3.13)

If π1(s) has the form (3.10), then π1(n, s) for any n ≥ 1 can also be repre-
sented as

π1(n, s) =
a(n) + b(n)s

1 − c(n)s
.

Therefore, similarly as for π1(s), we obtain that it can be rewritten in the
form

π1(n, s) = 1 − 1 − s

1 + (B(n)/2)(1 − s)
,
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where B(n) = π′′
1(n, 1). It is well known in the theory of Galon-Watson

processes that B(n) = Bn, when π′
1(1) = 1. Thus we have

π1(n, s) = 1 − 1 − s

1 + (Bn/2)(1 − s)
, (3.14)

where B = 2c(1− c)−1. The assertion of Parts (a) and (b) of the Proposition
follow from relations (3.7)-(3.9), (3.11) and (3.13).

To prove Parts (c) and (d), we observe that π2(s) also has the form of
(3.10) with a = p + qα, b = pβ − qδ, c = δ. Consequently π2(n, s) is also
representable in the form of (3.13). Hence assertion of Parts (c) and (d)
again follow from relations (3.7)-(3.9). Thus the Proposition is proved.

Proposition 4. If Φ(s) has the form of (3.5) and mp �= 1, then

a) P{N1
0 ≤ 2k} = 1 − (pδ − α − qβ)(pδ − (α + qβ)∆k

0)
−1;

b) P{N1
0 ≤ 2k + 1} = 1 − (pδ − α − qβ)(pδ + ∆1∆

k
0)

−1;

c) P{N2
0 ≤ 2k} = 1 − (δ − q − pα)(δ − (q + pα)∆k

0)
−1;

d) P{N2
0 ≤ 2k + 1} = 1 − (δ − q − pα)(δ + ∆2∆

k
0)

−1,

where ∆0 = p−1(α + β)/(1 − α), ∆1 = (1 − p0)
−1(pp0δ − α − qβ), ∆2 =

p−1(qδ − q − pα) and k = 0, 1, 2, ...

Proof. First consider the case δ �= 0, which means 0 < c < 1 in (3.10). It is
well known that probability generating function π1(s) has two fixed points.
One of the fixed points is s1 = 1 and the second is s0 < 1, if mp > 1 and
s0 > 1, if mp < 1 (see Ref.[2], p. 4-5 or Ref.[16], p. 50). Using (3.10), we
obtain for any two values si, i = 0, 1,

π1(s) − π1(si)

s − si

=
ac + b

(1 − cs)(1 − csi)
,

which, due to π1(si) = si, i = 0, 1, leads to relation

π1(s) − s0

π1(s) − s1

= ∆
s − s0

s − s1

, (3.15)

12



where ∆ = (1−cs1)/(1−cs0). Applying (3.14) consecutively and taking into
account that s1 = 1, we have

π1(k, s) − s0

π1(k, s) − 1
= ∆k s − s0

s − 1
.

From this we conclude that for each k ≥ 1

π1(k, s) =
s0 − B0(k, s)

1 − B0(k, s)
= 1 − 1 − s0

1 − B0(k, s)
, (3.16)

where B0(k, s) = ∆k(s − s0)(s − 1)−1. In particular, we obtain from (3.15)
that

π1(k, 0) = 1 − 1 − s0

1 − ∆ks0

, (3.17)

where ∆ = (1 − c)(1 − cs0)
−1. To obtain s0 in terms of the parameters of

π1(s), we use equations π1(1) = 1 and π1(s0) = s0 and find s0 = a/c as a
root of equation cx2 − (a + c)x + a = 0.

Substituting s0 by its value and using relations (3.7), (3.8) and (3.11) in
(3.16) we obtain Part (a) of the proposition. To get Part (b) from (3.15), we
use relations (3.7), (3.9) and (3.11).

Since π2(s) also has the form of (3.10), repeating the same arguments we
get again

π2(k, 0) = 1 − 1 − s0

1 − ∆ks0

, (3.18)

where s0 = a/c, ∆ = (1−c)(1−a)−1. But in this case a = q+pα, b = pβ−qδ
and c = δ. The Part (c) follows from (3.17) due to relations (3.7) and (3.8).
To obtain assertion of the Part (d), we use relations (3.7), (3.9) and (3.15).
Hence the Proposition 4 is proved for δ �= 0.

When δ = 0 we have π1(s) = π2(s) = a + bs, where a = α + qβ, b = pβ.
By induction it is easy to obtain

π1(n, s) = 1 − bn + bns. (3.19)

Using relations (3.7)-(3.9) and (3.18) we derive that P{N i
0 ≤ 2k} = 1 −

(pβ)k, i = 1, 2, P{N1
0 ≤ 2k + 1} = 1 − β(pβ)k and P{N2

0 ≤ 2k + 1} =
1 − p(pβ)k, k = 0, 1, ..., which coincide with assertion of the proposition,
when δ = 0 . Hence the Proposition is proved.

Now we consider some particular cases of the offspring distribution.
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Example 1. Let us consider the Bernoulli offspring distribution, i.e. Φ(s) =
p0+p1s. Then from Proposition 4 we obtain that P{N i

0 > 2k} = (pp1)
k, P{N1

0 >
2k + 1} = p1(pp1)

k and P{N2
0 > 2k + 1} = p(pp1)

k. Therefore we find, when
pp1 < 1,

EN1
0 =

∞∑
n=0

P{N1
0 > n} =

1 + p1

1 − pp1

. (3.20)

Since P{N1
0 = 2k + 1} = p0(pp1)

k, we get P{N1
0 is odd} = p0(1 − pp1)

−1.
Hence we conclude from this and relation (3.3) that

ET 1
0 =

(EL + Eτ)(1 + p1)

2(1 − pp1)
+

p0(EL − Eτ)

2(1 − pp1)

By similar arguments we obtain from (3.4)

ET 2
0 =

(EL + Eτ)(1 + p)

2(1 − pp1)
+

q(Eτ − EL)

2(1 − pp1)
.

Example 2. Let now the offspring distribution be geometric i.e. pk =
dk(1 − d), 0 < d < 1, k = 0, 1, 2, ... Then

Φ(s) =
1 − d

1 − ds
, m =

d

1 − d
.

In this case we obtain from Proposition 4 that, if mp �= 1, then

P{N1
0 ≤ 2k} = 1 − 1 − (mp)−1

1 − (mp)−k−1
, (3.21)

P{N1
0 ≤ 2k + 1} = 1 − 1 − (mp)−1

1 + m−1(1 − (pd)−1)(mp)−k
, (3.22)

We can derive similar formulas for N2
0 from parts (c) and (d) of Proposition 4.

Example 3. The rate of vaccination (proportion of vaccinated individuals in
the population) is an important parameter in the preventive medicine. The
formulas (3.20) and (3.21) allow to compute desired rate of vaccination to
have the epidemic ceased before a given generation with a given probability
for a given mean number of contacts. For a numerical example, if the mean
number of contacts is 4, what should be the vaccination rate to the epidemic
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cease before third generation with probability say 0.95? We denote by N the
extinction generation number of the population of infective individuals. Since
in our model the infective individuals correspond to generations labelled by
even numbers, we obtain from equation

P{N ≤ 2} = P{N1
0 ≤ 4} = 0.95

and formula (3.20) the following:

1 − (4p)−1

1 − (4p)−3
= 0.05,

which is equivalent to ((4p)−1 +0.5)2 = 19.25. From this we find p = 0.0643.
Consequently we conclude that the vaccination rate should be q = 0.9357 ,
i.e. almost 93.5 per cent of individuals must be vaccinated. For illustration
we provide the values of the vaccination rate for different mean numbers of
the contacts in Table 1.

m 2 3 4 5 6 7 8 9
q 0.8714 0.9143 0.9357 0.9486 0.9571 0.9633 0.9679 0.9714

Table 1. Vaccination rate for different mean numbers of the contacts.

As it was mentioned before, the contact process is the simple Galton-
Watson process with the offspring generating function Φ(s). Therefore the
mean number of contacts can always be estimated using known statistical
estimators (see Ref[10], p. 47, for example).

Example 4. Now we consider an example of spread of infections such as
measles and mumps in vaccinated school populations presented in Nkowane
et al.[15] and Gustafson et al.[7]. In these papers the authors identified four
generations of spread, for highly vaccinated populations. Using our results,
we can determine the probability that a single defective generates an outbreak
of more than four generations, depending on the rate of vaccination. Let the
mean number of contacts during the infectious period be 4. Let again N be
the extinction generation number of the population of infective individuals.
In this case we have

P{N > 4} = P{N1
0 > 8} =

1 − (4(1 − q))−1

1 − (4(1 − q))−5
.

Table 2 gives some numerical examples.
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q 0.2 0.4 0.6 0.8 0.9
P{N > 4} 0.6896 0.5907 0.4145 0.1218 0.0155

Table 2. Change of the probability with the vaccination rate.
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Figure 2.

Figure 2 shows, if the vaccination rate is less than 0.6 outbreaks of more
than four generations are more likely. Around 12 percent of importations
will lead to such outbreaks, if the vaccination rate is 0.8.

In some applications modified geometric distribution, in which zero has
not necessarily the probability 1− d, may be appropriate. It can be given as

Pk = b(1 − d)dk−1, k = 1, 2, ...

and P0 = 1 − b. Note that its generating function has also form of (3.5) and
the propositions 3 and 4 are applicable for this distribution as well.

4 EXPECTED VALUE

If an epidemic is initiated by a single importation at time zero, what is the
expected number of infective individuals and individuals who had a contact
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with an infective at time t? This is a standard problem in the theory of
branching processes and the long run behavior of the expectations is not
surprising. However, obtaining an explicit dependence of constants on ini-
tial parameters in asymptotic formulas is important for applications. In this
section we derive asymptotic formulas for the expectation with explicit con-
stants. Hence we consider expected values

Ai
j(t) = E[Xj(t)|X(0) = εi], i = 1, 2.

The matrix Mθ = (aij, i, j = 1, 2), where aii = 0, i = 1, 2 and

a12 = m

∫ ∞

0

e−θxdG1(x), a21 = p

∫ ∞

0

e−θxdG2(x),

plays an important role in the study of asymptotic behavior of the expected
values. The Malthusian parameter θ of the process is defined from condition
ρθ = 1, where ρθ is the Perron eigenvalue of Mθ. Since ρθ = (a12a21)

1/2 and
the random variables L and τ are independent, the Malthusian parameter is
the root of equation

mpEe−θ(L+τ) = 1. (4.1)

Note that, if mp = 1, then θ = 0 and, if mp > 1, then θ > 0. When mp < 1,
then θ may not exist. But, if it does exist, then θ < 0.

The right and left eigenvectors of Mθ corresponding to the Perron eigen-
value are

Uθ =

(
ρθ

a21 + ρθ

,
a21

a21 + ρθ

)T

, Vθ =

(
a21 + ρθ

2ρθ

,
a21 + ρθ

2a21

)
.

When the Malthusian parameter exists, they will take the form

UT
θ =

1

1 + a21

(1, a21), Vθ =
1 + a21

2
(1, a12).

Note also that UT
θ 1 = 1, VθUθ = 1, where 1T = (1, 1).

We define constants Ai
j, C

i
j, i, j = 1, 2, as following

Ai
i =

δ1iEL + δ2iEτ

EL + Eτ
, Ai

j =
δ1imEτ + δ2ipEL

EL + Eτ
, i �= j,

Ci
j =

δijDi + (1 − δij)Dj

2D
,
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where δij is the Kroneker delta and

D =
a21m

2

∫ ∞

0

ue−θudG1(u) +
a12p

2

∫ ∞

0

ue−θudG2(u), (4.2)

Di =

∫ ∞

0

e−θu(1 − Gi(u))du.

We also need the following condition in subcritical case, when θ < 0:∫ ∞

0

u2e−θudGi(u) < ∞, i = 1, 2. (4.3)

Note that similar condition is also required in the case of Bellman-Harris
process (see Ref.[16], p. 312).

Theorem. Let m < ∞ and the Malthusian parameter exists and i, j = 1, 2.

a) If mp = 1, then limt→∞ Ai
j(t) = Ai

j ;

b) If mp > 1, then limt→∞ e−θtAi
j(t) = Ci

j ;

c) If mp < 1 and (4.3) is satisfied, then again limt→∞ e−θtAi
j(t) = Ci

j.

Proof. We denote

Gi
aθj(t) =

∫ t

0

∂F i(s1, s2)

∂sj

|s=1e
−θudGi(u),

M i
aθrj =

∫ ∞

0

urdGi
aθj(u)

and Gi
aj(t) = Gi

a0j(t), M i
aθj = M i

aθ1j, M i
aj = M i

a0j and M i =
∫ ∞

0
udGi(u).

It follows from Theorem 8.10.1 (see Ref.[16], p. 311) that, if mp = 1 and
M i < ∞, i = 1, 2, then limt→∞ Ai

j(t) = Ai
j, where

Ai
j =

uivjM
j∑2

l=1

∑2
k=1 Mk

alu
lvk

.

Since in our process Gi
ai(t) = 0, i = 1, 2, G1

a2(t) = mG1(t), G2
a1(t) =

pG2(t), we have M i
ai = 0, i = 1, 2, M1

a2 = mEL and M2
a1 = pEτ . Thus we

obtain the assertion of Part (a) of the theorem.
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When mp > 1, we have, due to Theorem 8.10.2 (see Ref.[16], p. 312), that
limt→∞ e−θtAi

j(t) = Ai
θj, where Ai

θj = Dj/D, and D =
∑2

k=1

∑2
l=1 M l

aθku
θ
kv

θ
l .

For our process in this case M i
aθi = 0, i = 1, 2, and

M1
aθ2 = m

∫ ∞

0

ue−θudG1(u), M2
aθ1 = p

∫ ∞

0

ue−θudG2(u).

It is also easy to see that uθ
1v

θ
1 = 1, uθ

1v
θ
2 = a12/2, uθ

2v
θ
1 = a21/2. Conse-

quently the sum D has the form (4.3) and we obtain the assertion of Part (b)
of the theorem. To get Part (c) we appeal to Theorem 8.10.3 (see Ref.[16],
p.312) and by similar arguments we derive the desired result. Hence the
Theorem is proved.

CONCLUDING REMARKS

Based on results of this article we may conclude that, when the Malthusian
parameter exists, asymptotic properties of the process with incubation can
be obtained from those of multi-type Bellman-Harris processes. However in
mortal processes, which is the case in most epidemic models, the Malthu-
sian parameter may not exist. In this case the study of the process requires
more delicate analysis and needs additional restrictions on the life and in-
cubation time distributions. Investigations in this direction are in progress.
Generalization of the model in frameworks of more general age-dependent
and Crump-Mode-Jagers branching processes seem to be another direction
for further investigation.
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