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Abstract Some inequalities involving sample mean, median and standard deviation are 
established. These are used to find inequalities for some well known sample statistics namely, 
coefficient of variation, coefficient of skewness as well as the least squares estimator of the 
slope and intercept parameters. 
 
1. Introduction 
 
Page and Murty (1982, 1983) published an elementary proof of the inequality| |  x µ σ− ≤ , 
while O’Cinneide (1990) presented a new proof for σµ ≤−  |~| x  and stated the following 
generalization:  
 
Proposition 1.1 Let X  be a random variable with mean µ and standard deviationσ , 

10 << p  and pq −= 1 . Then the following inequality holds 
 

( )pqqpx p /  ,/max    || )( σµ ≤−  where )( px is the  p -th quantile.  
 
For 2/1=p , xx p

~
)( = , the sample median, it follows from the above proposition that  

σµ ≤−  |~| x . Dharmadhikari (1991) noted that for 2/1≠p , the inequality is somewhat 
unsatisfactory. The refined inequality proved by her with the help of one-sided Chebyshev 
inequality is stated in the following theorem.  
 
Proposition 1.2 Let X  be a random variable with mean µ and standard deviationσ , and 

10 << p  . Then the following inequalities hold 
 

 /   / )( pqxpq p σµσµ +≤≤−  
 
For stimulating discussions readers may go through Mallows (1991) and the references 
therein. A more general inequality that relates sample standard deviation to mean and p -th 
order statistics discussed by David (1988) and David (1991) is given below:  
 
Theorem 1.1 Let )( px  be the p th order statistics from a sample of size n . Then we have the 
inequality 
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Sample standard deviation )(s or variance )( 2s  is nonnegative, and is defined by  
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 . But for most data sets, the bounds are much narrower 

intervals than the nonnegative part of the real line. It may be mentioned that the sample 
variance has been viewed from different perspectives by Joarder (2001). 
 
It is well known that for 2=n , the sample variance has a simpler form given by  2/22 ws =  
where )1()( xxw n −=  is the sample range with ) ..., ,2 ,1( )( nix i = , the ith sample observation. 
Shiffler and Harsha (1980) formulated an upper bound for the sample standard deviation )(s  
in terms of the sample range w , while Mcleod and Henderson (1984) determined a lower 
bound for s  in terms of w . Eisenhauer (1993) combined them. A stronger version of these 
results is provided in Theorem 2.1. 
 
Theorem 1.2 (Macleod and Henderson (1984) and Shiffler and Harsha (1980)).Let w  and s  
denote the range and standard deviation of a sample of size n . Then  
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By the use of Theorems 1.1 and 1.2 we immediately obtain the following corollaries: 
 
Corollary 1.1 Let )( px  be the p th order statistics from a sample of size 2≥n . Then the 
following inequalities hold: 
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Corollary 1.2 (Eisenhauer, 1993) Let w  and s  denote the range and standard deviation of a 
sample of size n . Then  
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(b) 2/1/0 ≤≤ ws  as ∞→n .  
 
 
 
2. Some Inequalities in Descriptive Statistics 
 
The following result is a refined version of Theorem 1.2. 
 
Theorem 2.1 Let w  and s  respectively denote the range and standard deviation of a sample 
of size n . Then  
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It may be remarked here that the two sides of the rightmost inequality in the theorem are 
equal in case xxx n 2)()1( =+ , otherwise we always have the sharper 
inequality 2/))(( )()1( wxxxx n <−− . The following corollary that follows from the above 

theorem is in agreement with the known result that for two observations / 2s w=  
where ( ) (1)nw x x= − .  
 

Corollary 2.1 For 2n ≥ , ( )[ / 2] 1 [ / 2]
1
2 n n ns x x− +≥ −  

 
Theorem 2.2 Let )( px  be the p th order statistics from a sample of size 2≥n . Then the 
following inequalities hold: 
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The well-known inequality in (ii) tells us that sxxsx +<<− ~~ , or,  sxxsx +<<− ~ . That is, 
sample mean is within one standard deviation of median. The following corollary is obvious 
from Theorem1.1. 
 
Corollary 2.2 Let xx ~ and  be the sample mean and median based on a sample of size 2≥n . 
Then the following inequalities hold: 
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Theorem 2.3 For any sample size 2≥n , the following inequalities hold 
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≤−   if all the observations are of the same sign. 

 
 
The following corollary is obvious by virtue of Theorem 1.2 and Theorem 2.2. 
 
Corollary 2.3 For any sample of size 2≥n  the following inequalities hold: 
 

1
1
−n 









−
≤≤








−

12
   |,|  min  

1-
1  |~|  ,

2
max

n
nwxn

n
sxxw    



 4

when all the observations are nonnegative. 
 
The following theorem is due to Laradji and Joarder (2002). 
 
Theorem 2.4 For any sample of 2≥n  observations )()2()1( nxxx ≤≤≤ , the following 
inequalities hold: 
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3. Inequalities for some Useful Statistics 
 
If follows from Theorem 1.2 that 
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The following corollary is obvious from Theorems 2.2 and 2.3. 
 
Corollary 3.1 If 2≥n  observations are positive then 
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It may be remarked here that, by Theorem 2.2, the Coefficient of Skewness 
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Theorem 3.1 Let 2

)1()(),1()( ,))((, xxxxynxnx ssyyxxsxxwyyw =−−=−=−= ∑ . Then the 

regression coefficient xxxy ss /ˆ
1 =β satisfies the following inequalities: 
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