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The mean and variance of some continuous distributions, especially exponentially decreasing probability distribution and normal distributioo ${ }^{\circ}$ are considered. Since they involve integration by parts, many students do not feel comfortable. In this note we demonstrate a technique of deriving mean and variance only mostly through differential calculus. The general nature of the technique exhibits its potential for wider applications.

## 1. Introduction

In the service courses in engineering statistics, sometimes need to evaluate mean and variance of some continuous distributions, especially fxponentially decreasing probability density function and normal probability density function. Since these involve integration by parts and/or the use of L'Hospital's rule, many students face difficulty. In addition, instructors also face some sort of a teafhing digression. In this note, we assume that the probability density function (pdf) inequestion has at least one continuous parameter. Since any probability density function integrates to unity, we call this integral a density identity (DI) in the parameterrs of the distribution. We derive the mean and variance integrals by repeatedly differentiating the DI with respect to the parameters.

The probability density fenction of an exponential random variable $X$, say the life time of a battery, is given by

$$
\begin{equation*}
f(x)=\lambda e^{-\lambda x}, \quad 0<\theta^{\circ}<\infty, 0<\lambda<\infty . \tag{1}
\end{equation*}
$$

For the motivation of this distribution see Scheaffer and McClave [2]. Suppose that we want toknow the expected life time of the batteries and also the variance of the $^{\text {and }}$ life times.of the batteries. The mean and variance integrals are given by

$$
\begin{align*}
\left.\mathbf{E}^{(\hat{X}}\right) & =\int_{0}^{\infty} x f(x) d x \\
& =\int_{0}^{\infty} x\left(\lambda e^{-\lambda x}\right) d x \tag{2}
\end{align*}
$$

and
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$$
\begin{align*}
V(X) & =\int_{0}^{\infty}(x-E(X))^{2} f(x) d x \\
& =\int_{0}^{\infty} x^{2} f(x) d x-(E(X))^{2} \tag{3}
\end{align*}
$$

respectively.
Since the mean and variance integrals given by (2) and (3) involve integration by parts, students find these difficult. Since the pdf in (1) integrates to 1 ,

$$
\begin{align*}
& \int_{0}^{\infty} f(x) d x=1 \\
& \text { i.e. } \int_{0}^{\infty} \lambda e^{-\lambda x} d x=1 . \tag{4}
\end{align*}
$$

The above integral will be called the density identity, and willde used to evaluate the mean and variance integrals given by (2) and (3). We repeatedly $=$ lifferentiate the density identity with respect to $\lambda$ to get new identities that are in urn exploited to evaluate the mean and variance integrals.

## 2. The Method

The method is described by the exponential andormal distributions. The following lemma is obvious.

Lemma 2.1 Let $x$ and $\lambda$ be nonnegative. Then we have
(i) $\frac{d}{d \lambda}\left(e^{-\lambda x}\right)=-x e^{-\lambda x}$,
(ii) $\frac{d}{d \lambda}\left(\lambda e^{-\lambda x}\right)=(-\lambda x-1) e^{-\lambda x}$.

Example 2.1 Lod $\hat{X}$ have the exponential pdf given by (1). Then we have
(i) $\int_{0}^{\infty} x\left(e^{-i-\lambda x}\right) d x=\frac{1}{\lambda}$,
(i) $\int_{0}^{e_{0}} x^{2}\left(\lambda e^{-\lambda x}\right) d x=\frac{2}{\lambda^{2}}$.

Proof. (i) Differentiating the density identity (4) with respect to $\lambda$ (see Lemma 2.1 (ii)), we have

$$
\int_{0}^{\infty}(-\lambda x+1) e^{-\lambda x} d x=0
$$

which simplifies to

$$
\begin{aligned}
\int_{0}^{\infty} \lambda x e^{-\lambda x} d x & =\int_{0}^{\infty} e^{-\lambda x} d x \\
& =\frac{1}{\lambda} \quad \text { by (4) }
\end{aligned}
$$

which is part (i).
That is, $E(X)=\frac{1}{\lambda}$, which is the mean of the exponential distribution.
(ii) Differentiating the identity (i) in this example again (See Lemma 2.1 (ii)byyith respect to $\lambda$, we have

$$
\int_{0}^{\infty} x\left((-\lambda x+1) e^{-\lambda x}\right) d x=\frac{-1}{\lambda^{2}} .
$$

Then by Example 2.1 (i), we have

$$
\begin{aligned}
\int_{0}^{\infty} x^{2} \lambda e^{-\lambda x} d x & =\int_{0}^{\infty} x e^{-\lambda x} d x+\frac{1}{\lambda^{2}} \\
& =\frac{1}{\lambda^{2}}+\frac{1}{\lambda^{2}} .
\end{aligned}
$$

i.e. $\quad E\left(X^{2}\right)=\frac{2}{\lambda^{2}}$.

Given these results, the

$$
V(X)=E\left(X^{2}\right)-(E(x))^{2}
$$

$$
\text { i.e. } \quad \sigma^{2}=\frac{2}{\lambda^{2}} \sigma^{\lambda^{2}}=\frac{1}{\lambda^{2}} \text {. }
$$

Example 2.2 $\mathrm{Cl} X$ have the normal distribution $N(\mu, 1)$ with pdf

$$
e^{x}(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(x-\mu)^{2}},-\infty<x<\infty,-\infty<\mu<\infty .
$$

Then $E(X)=\mu$.
Solution. The density identity is given by

$$
\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(x-\mu)^{2}} d x=1
$$

Differentiating both sides of the above identity with respect to $\mu$, we have

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(x-\mu)^{2}}\left(-(2) \frac{1}{2}(x-\mu)(-1)\right) d x=0, \\
& \text { i.e. } \int_{-\infty}^{\infty}(x-\mu) f(x) d x=0,
\end{aligned}
$$

or, $E(X-\mu)=0$.

Example 2.3 For a general normal distribution $N\left(\mu, \sigma^{2}\right)$ with pdf

$$
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-(x-\mu)^{2} /\left(2 \sigma^{2}\right)},-\infty<x<\infty,-\infty<\mu<\infty, 0 \lll \infty,
$$

find the mean and variance.
Solution: The density identity is given by

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{1}{\sigma \sqrt{2 \pi}} e^{-(x-\mu)^{2} /\left(2 \sigma^{2}\right)} d x=1 \tag{5}
\end{equation*}
$$

Differentiating both side of the above identity with respect to $\mu$, we have

or, $E(X-\mu) \ominus \theta$.
That is, $E \cdot\left(X^{0}\right)=\mu$.
QAgain differentiating both sides of the density identity (5) with respect to $\sigma$ we have

$$
\int_{-\infty}^{\infty}\left(\frac{(x-\mu)^{2}-\sigma^{2}}{\sigma^{3}}\right) f(x) d x=0
$$

or, $E\left((X-\mu)^{2}-\sigma^{2}\right)=0$.
That is, $V(X)=\sigma^{2}$.

Thus, the mean and variance of a normal distribution $N\left(\mu, \sigma^{2}\right)$ are given by $E(X)=\mu$ and $V(X)=\sigma^{2}$ respectively. In particular, when $X$ has the normal distribution $N\left(0, \sigma^{2}\right)$ with pdf

$$
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-x^{2} /\left(2 \sigma^{2}\right)},-\infty<x<\infty, 0<\sigma<\infty
$$

it follows from Example 2.3 that $E(X)=0$ and $V(X)=\sigma^{2}$.

## 3. An Application

Example 3.1 Let the continuous random variable $Y$ denote the diameter o $\mathfrak{G}$, hole drilled in a sheet metal component. The target diameter is 12.5 millimeters. Mest random disturbances to the process result in larger diameters. Historical dathow that the distribution of $Y$ can be modeled by a probability density function ${ }^{\circ}$

$$
\begin{equation*}
f(y)=20 e^{-20(y-12.5)}, \quad y \geq 12.5 \tag{6}
\end{equation*}
$$

(Montgomery, Runger, and Hubele [1], p. 59). If a part with a diameter larger than 12.6 millimeters is scrapped, the probability that a part îs scrapped is given by

$$
\begin{aligned}
P(Y>12.60) & =\int_{12.6}^{\infty} f(y) d y \\
& =e^{250} e^{-252} \\
& \approx 0.135
\end{aligned}
$$

Thus for a sample of size $n$, Noteroximately $0.135 n$ parts should be scrapped. Note the number of scrapped parts with larger diameters holes will have a binomial distribution $B(n, p)$ where $p \approx 0,13$ is the probability that a part with larger diameters ( $Y>12.60$ ) will be scrapped.

Suppose thrat we want to know the expected value and variance of the diameters of holes drilledow a sheet metal component. The mean is given by

$$
\begin{align*}
& =\int_{12.5}^{\infty} y f(y) d y  \tag{7}\\
& =\int_{12.5}^{\infty} y\left(20 e^{-20(y-12.5)}\right) d y
\end{align*}
$$

Letting $y=x+12.5$, we have

$$
\begin{aligned}
E(Y) & =\int_{0}^{\infty}(x+12.5)\left(20 e^{-20 x}\right) d x \\
& =\int_{0}^{\infty} x\left(20 e^{-20 x}\right) d x+12.5 \int_{0}^{\infty}\left(20 e^{-20 x}\right) d x \\
& =\int_{0}^{\infty} x\left(20 e^{-20 x}\right) d x+12.5 .
\end{aligned}
$$

Then by Lemma 2.1, we have

$$
E(Y)=\frac{1}{20}+12.5=12.55
$$

The variance is given by
$V(Y)=\int_{0}^{\infty} y^{2} f(y) d y-12.55^{2}$
$\operatorname{But} E\left(Y^{2}\right)=\int_{12.5}^{\infty} y^{2} f(y) d y$

$$
\begin{align*}
& =\int_{12.5}^{\infty} y^{2}\left(20 e^{-20(y-12.5)}\right) d y \\
& =\int_{0}^{\infty}(x+12.5)^{2}\left(20 e^{-20 x}\right) d x . \tag{9}
\end{align*}
$$

By Example 2.1, the integral in (94is evaluated as

$$
\begin{aligned}
& \int_{0}^{\infty} x^{2}\left(20 e^{-20 x}\right) d x+(12.5) \int_{0}^{0^{0}} x\left(20 e^{-20 x}\right) d x+(12.5)^{2} \int_{0}^{\infty}\left(20 e^{-20 x}\right) d x \\
& =\frac{2}{20^{2}}+2\left(12 e^{-5}\right) \frac{1}{20}+12.5^{2}(1) \\
& =157.505
\end{aligned}
$$

Therefore the variance in (8) is given by $V(Y)=157.505-12.5^{2}=1.255$ (cf.
wontgomery, Runger, and Hubele [1], pp. 59-62).
We remark that the method discussed here is easily applied to most other continuous distributions. In case a pdf does not explicitly have a continuous parameter, we can formally insert it into the pdf and apply the technique discussed.
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