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1 INTRODUCTION 

Recall that an integral domain R satisfies the ascending chain condition for principal 
ideals (ACCP) if any ascending chain of principal ideals of R terminates. Some classical 
classes of domains satisfying ACCP are: Dedekind, Krull and Noetherian domalns. These 
domains are atomic, i.e. any nonzero nonunit ele:rn,ent can be written as a (finite) product 
of irreducible elements (cf. [C]). However, this is not always possible for any integral 
domain R. For example, if R = l+XQ[X], for any nonzero nonunit pEl and any 

X X 
nonzero n E 7L I - = p( - ) is not irreducible in R, and hence X cannot be factored into 

n pn 
a product of irreducible elements of R. 

For an atomic domain R, a nonzero nonunit of. R may have many factorizations 
into irreducibles of R and two factorizations may have different lengths (the length of a 
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factorization is the number of its irreducible factors). Thus, following [Zsl] we say that an 
atomic ddmain R is a half-factorial domain (HFD), if two factorizations of each nonzero 
nbnunit of R have the same length. An atomic domain R is called finite factorization 
domain (FFD) [AAZ 2], if every nonzero nonunit of R has only a finite number of non­
associate irreducible factors. 

Denoting with UFD a unique factorization domain, it is well known that the relations 
among the above concepts are the following: 

UFD '* 
~ 

HFD '* 

FFD 

~ 
ACCP '* Atomic 

and no one of the arrows may be' conversed. A proof that HFD implies ACCP can be 
found as Theorem 2.2 in [Chi. 

Let A c B be an extension of integral domains and let X be an indeterminate over B. 
Consider R = A + X B[X]. This type of construction is useful in order to get examples of 
domains which satisfy or do not satisfy assigned factorization properties. For example, 
it has been shown that R = IR+X qX] is a HFD such that the polynomial ring over R 
is not a HFD (cf. [AAZ 1, Example 5.4]). 

This paper deals with the transfer of the previously recalled factor{zation properties 
among the domains A, Band R = A + XB[X]. 

The same subject has been deeply studied in [AAZ 1] and [AAZ 2] and several of 
our results are slight generalizations of results contained in these papers. We point out 
however that with our results we get new examples of certain types of domains. For 
example, from Theorem 3.4 we obtain that K + X K[X, Y], where K is a field, is a HFD. 

1 ACCP CONDITION 

Recall that an integral domain R satisfies the ascending chain condition for principal 
ideals (ACCP) if any ascending chain of principal ideals of R terminates. In this section, 
we shall determine when the A + X B[X] construction yields domains which satisfy ACCP. 
Precisely, we e~tablish a result that recovers [AAZ 1, Example 5.1]. 

PROPOSITION 1.1. Let A <; B be any extension of domains and set R = A + 
XB[X]. If A is afield, then R satisfies ACCP. 

Proof. Let J,R <; hR <; ... be an'ascending chain of principal ideals of R. Since for any 
i, deg fi+l :S deg fi, there exists n 2' 0 such that fori 2' n, the fi have the same degree. 
Thus, for any i 2 n, fi = aifHi, where ai E A. Since A is a field, the chain terminates. 

PROPOSITION 1.2. Let A <; B be any extension of domains and set R = A + 
XB[X]. Consider the following conditions: 

(i) B satisfies ACCP and U(B) n A = U(A) ; 
(ii) R satisfies ACCP ; 
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(iii) A satisfies ACCP and U(B) n A = U(A). 

(i) '* (ii) '* (iii). 

. '* (ii). Since B satisfies ACCP, B[X] satisfies ACCP [Gr, p.321]. Moreover, 
n R = U(B) n A = U(A) = U(R) and so the ACCP property descends to R by 

, Proposi,tion 2.1]. 

(ii) '* (iii). Since U(A) = U(R) , R satisfies ACCP implies that A satisfies ACCP. 
!SUlppOse that there exists an element a E U(B) n A with a 10 UtA). Then the ascending 

of principal ideals R( X )n>O shows that R does not satisfy ACCP, a contradiction. an -

1.3. Let A <; B be any extension of domains such that the quotient 
of A, noted qf(A), is contained in B. Then the following conditions are equivalent. 

(i) A is a field ,-

. (ii) R = A + X B[X] satisfies ACCP. 

, Proof. By Proposition 1.1 we have (i) '* (ii). By Proposition 1.2 (ii) '* (iii), we have 
, that U(B) n A = UtA). Since qf(A) <; B, A is necessarily a field. 

REMARK 1.4. (a) Notice that, by Proposition 1.1 if A is a field, the ring R = 
, A + X B[X] satisfies ACCP. This is true even if B is very "bad", i.e. if B is very far from 
satisfying ACCP. So the converse of the implication (i) '* (ii) in Proposition1.2 does not 
h61d in general. 

(b) By implication (ii) '* (iii) in Proposition 1.2, we can construct easily examples 
of rings R that do not satisfy ACCP. Consider for example A = land B = Q. Since 
U(B)nA of U(A), the ring R = l+XQ[X] does not satisfy ACCP (an infinite ascending 

chain of principal ideals of R is for example (X )n>O). Applying again Proposition 
2n -

1.2 (ii) '* (iii) to A = Rl = l + Xl Q[Xl ] and B = Q[Xl] , we get that the ring 
R2 = A+X2B[X2] = l+X1Q[Xd +X2Q[Xl ,X2] does not satisfy ACCP either. After 
n applications of Proposition 1.2 (ii) '* (iii), we get that the ring Rn = l+X1Q[Xl ] + 
X 2Q[Xl , X 2 ] + ... + XnQ[Xl ,···, Xn] does not satisfy ACCP. 

(e) Notice that the converse of the implication (i) '* (ii) in Proposition 1.2 does 
not hold even if we suppose that A and B have the same quotient field. Consider for 
example A = Q+YIR[y]' B = Q[1f]+ YIR[Y] and R = A+XB[X] = Q+YIR[Y]+XQ[1f] + 
XYIR[Y, X]. We have that A and B have the same quotient field and B does not satisfy 
ACCP, since 1f E U(IR)n Q[1f], but 1f is not invertible in Q[1f]. Moreover, arguing as in 
the proof of Proposition 1.1, where deg f for fER is taken to mean "total degree of f 
in X and Y" , we can easily show that R satisfies ACCP, 

(d) Notice finally that the converse of the implication (ii) '* (iii) in Proposi­
tion 1.2 does not hold. Consider A = l,' B = l +YQ[Y] and R = A + XB[X] = 
l+Xl+XYQ[X, Y]. We have that A satisfies ACCP and U(B) nA = U(A), but R does 

, ' XY 
not satisfy ACCP, as the infinite chain of principal ideals (2" )n:o,O shows. 
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COROLLARY 1.5. Let A <;; B be any extension of domains with B integral over A 

and set R = A + X B[XJ. Consider the following conditions : 

(i) B satisfies ACCP ; 

(ii) R satisfies ACCP ; 

(iii) A satisfies ACCP. 

Then (i) '* (ii) '* (iii). 
Proof. By Proposition 1.2, recall that if B is integral over A then U(B) n A = UtA). 

REMARK 1.6. In [AAZ 1, Example 5:1], it is shown that if I is the ring of all alge­
braic integers, then R = 71. + XI[XJ satisfies ACCP. Since I is not even atomic, I[XJ = R' 
(the integral closure of R) does not satisfy ACCP. Hence, R is an example of an integral 
domain R which satisfies ACCP, but whose integral closure does not satisfy ACCP. This 
example shows also that the converse of the implication (i) '* (ii) in Corollary 1.5 does 

not hold. 

PROPOSITION 1.7. Let A <;; B be any extension of integral domains with A a 
Kroll domain and B integral over A. Then R = A + XB[XJ satisfies ACCP. 

Proof. Let (fnR)n?-' be any ascending chain of principal ideals of R. Since the degrees 
. of In are nonincreasing, the degrees eventually stabilize. It follows that the chain of 

principal ideals {bnB)n>b where bn are the leading coefficients of 1m (n 2". 1)" is an 

ascending chain of priI1(;iPal ideals b,B C b2 B C .. , where each ~ E A. Thus, for bn+l 

each i, b
i 

E qf(A)[b,J. Since B is integral over A, qf(A)[brJ is a finite algebraic extension 
field of qf(A). Consequently, the integral closure A of A in qf(A)[b,J is a Krull domain 
(cf. [G, Theorem 43.13]) and hence.satisfies ACCP. It follows that the ascending chain 

_ _ _ bn -

(bnA)n?-' ter~inates, say bnoA = bno+,A = .... So -- E UtA) n A = UtA), for each 
bn+l 

n 2: no. Thus the chain (fnR)n>, terminates too. 

Notice that Proposition 1.7 generalizes [AAZ 1, Example 5.1J, since any Dedekind 

domain is a Krull domain. 

2 ATOMIC DOMAINS 

Recall that an integral domain R is atomic if each nonzero nonunit of R is a (finite) prod­
uct of irreducible elements of R. Dedekind, Noetherian, Krull domains and, in general, 
domains satisfying the ACCP are atomic. However, an atomic domain need not satisfy 

the ACCP [Gr, Example 2.1J. 
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PROPOSITION 2.1. Let A eBb .. qf(A) C B . Then tI f II' -d" e any extenszon of >ntegral domains such that 
. ' ~e 0 owmg con 'ttwns are equivalent· 

(.) A is a field; . 
(ii) R = A + X B[XJ is atomic. 

Proof. (i) '* (ii). By Proposition 1.1, R satisfies the ACCP SR' t . 
(n) '* (i) T _ f(A) . . . 0 IS a OIDIC. 

(Proposition i 1) B q[AAZ 2+ ;-B[XJ IS always atomic , since T satisfies the ACCP 
. .. y ,roposltlOn 1.2 (a)], we have that A = qf(A) is a field. 

REMARK 2 2 W d . . ACCP with at •.• He may whon el whether Proposition 1.2 holds when we replace 
omiC. owever, t IS IS not the case For let A eBb 

domains and set R = A + X B [XJ C . d h' . .,. e any extension of 

(
.) B[XJ . . onSI er t e ,ollowmg conditions' 
~. . IS atomic and U(B) n A = UtA) ; . ' 

(II) R IS atomic' 
(iii) A is atomic'and U(B) n A = UtA). 

Then' a) C) '* ( ... ) h Id • 1,1, uz 0 s. In fact, assume that R is atomic and 1 tEA b 
nonzero l)onunit. Then any factorization of a into'. d'b . e a e a 
into irreducibles of A (since UtA) = U(R)) I n;e uc' les of R IS also a factorization 

X . t ollows that A IS atomic. Now. let 

a. Et(Ud(B). n A) \ UtA). Then X = -;;:0 is not a product of irreducible elements of ~ a 
con ra IctlOn. ' 

Ex~et A be a domain .. If A[XJ is atomic then so is A. The converse is false cf 
bmPIC 5.1]). Consequently, the converse of (ii) '* (iii) is false. ( . [R, 

. ~esp1ct\~~~ ~~ ~:~~;~. 6.1] and Proposition 1.1 show that (i) '* (ii) and (ii) '* (i), 

3 HALF-FACTORIAL DOMAINS 

Recall that R is a half-factorial domain (HFD) . f h . 
of irreducible elements of R and if = ' . ,I ea~ nonzero nonumt x of R is a product 
irreducible elements _ then n _ A x ~I Xn - .Yl ' .. Yr are two facto.rizations into 
a HFD satisfies ACCP. In [AA~' 1 *,h~:;~~e facJtOl'l".ation domain (UFD) is a HFD and 
then K + X L[XJ is a HFD W . ' .5.3 , It IS shown that, if K <;; L arc fields, 
.. . e give here a slIghtly stronger result (cf. Theorem 3.4). 

LEMMA 3.1. LetR-K+XB[XJ h . -, were K ~ B, K is a field and B[XJ a [[FD. If 

f(X) = X(b j + Xh,(X)) ... (bn + Xhn(X)) 

1!Jhere, for each i = 1"", n, 0 i' bi E B \ U(B) h(X) . 
rrreducible element of B[XJ th f' . d '.' E B[XJ and bi + Xhi(X) ,. an , en zs an 'trre uczble element of R, 

~;~ ~;;;e that. f is not irreducible in R. Then, since K is a field, f = 1 + 
. ()) () (whele g(X) and m(X) are nonzero elements of B[XJ) Th (th , us, among e 
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irreducible factors of f(X) in B[X] , there is a factor of type (1 +Xg'(X)) (where g'(X) E 

B[X]), that is neither an associate of X nor of bi + Xhi(X) for any i, a contradiction. 

REMARK 3.2. Notice that if R = A + X B[X], and if f E B[X] \ R is irreducible 
in B[X], then it is not necessarily the case that X f is irreducible in R. Consider for 
example R = 2+XQ[X] and f = X + ~ = ~(2X + 1). 

LEMMA 3.3. Let R = A+ XB[X], where A c;:; B is an extension of integral domains 
such that U(B) n A = UrAl and let fER. If f is irreducible in B[X], then f is 
irreducible in R. 

Proof. If f = gh with g, hER, then g, hE B[X]. So one of the factors (for example g) 
is irreducible in B[X]. But, since U(B[X]) n R = U(R), we get that h is invertible in R 
and hence f is irreducible in R. 

THEOREM 3.4. Let R = K + XB[X], where K c;:; B, K is a field and B a UFD. 
Then R is a HFD. 

Proof. If fER, then f(X) = xr(b + Xh(X)), where r 2: 0,0 i' b E Band h(X) E B[X]. 
If r = 0, then b E K. Since K is a field, b is a unit of R and so f(X) is an associate of an 
element of R of type 1 + Xh'(X), where h'(X) E B[X]. In this case, the factorization of 
f as a product of irreducible elements in B[X] is also a factorization of f as a product of 
irreducible elements in R. Indeed, any irreducible factor of f is of type 1 + Xhi(X) and 
so is an irreducible element of R (ef. Lemma 3.3). Suppose ri'O and b E U(B), then 
f = (bX)Xr- 1 (1 + Xh'(X)). Since bX and X are irreducible elements of R, decomposing 
the factor (1 +Xh'(X)) in B[X], we get also, in this case, that f is a product of irreducible 
elements of R. Now, suppose ri'O and b E B\ U(B). Consider the (unique) factorization 
of f into irreducible elements of B[X]: . 

f(X) = X"(b + Xh(X)) = uX"(b, + Xh , (X))··· (bn + Xhn(X)), where u E U(B), 
b,,···,bn EB (at least one non invertible) and h,(X),"',hn(X) E B[X]. Since the 
factors bi + Xhi(X) withbi E U(B) are associates of elements of type (1 + Xh:(X)), we 
get 

f(X) = vX'(b, + Xh, (X))··· (bk + Xhk(X))(1 + Xh~(X)) ... (1 + Xh~(X)), 
where v E U(B), b

"
"" bk E B \ U(B) and all the factors are irreducible elements in 

B[X]. By Lemma 3.1, X(b , + Xhl(X))··· (bk + Xhk(X)) is an irreducible element of R 
and hence f is a product of r + s irreducible elements of R. 

By Proposition 2.1, R is atomic. To prove that R is a HFD, we have just to show 
that if fER has the following factorization into irreducible elements of B[X]: 

f(X) = uXr(b , + Xj,(X)) ... (bk + Xfk(X))(1 + Xg, (X)) ... (1 + Xg,(X)), 
where u E U(B), b

"
", ,bk E B- U(B) and fi(X), gj(X) E B[X], then any factorization 

of f into irreducible elements of R has s+ r factors. 
Indeed, let f = (a, + Xh, (X))· .. (an + Xhn(X)) be another factorization of f into 

irreducible elements of R. Notice that if ai = 0, then ai + Xhi(X) is not divisible in B[X] 
by any factor 1 + Xgi(X), Furthermore, since B[X] is a UFD, eacb factor 1 + Xgi(X), 
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1 :S.i :S s, is an associate of an element aj + Xhj(X) with aj i' O. Thus, ai i' 0 
,ex"ctly s tImes. So the factorization of f into irreducible elements of R is: 

f =a(1 + Xh, (X)) ... (1 + Xh,(X))(Xh;(X)) ... (Xh~_,(X)), 

. a E K and hj(X) E B[X] for j = 1, "',n - s. Furthermore, since the factors 
41"i\./O.) are irreducible elements of R, the polynomials hj(X) are not divisible by X. 

:,Q,)nseqllen.tly, since xr divides f and X r +1 does not divide f, we get that n = s + rand 
, proof is complete. 

3.5. Let K be a field and X and Y two indeterminates over K. Then 
=K + XK[X, Y] is a HFD. 

3.6. Let A c;:; B be domains such that qf(A) c;:; Band B is a. UFD. 
R = A + XB[X] is a HFD if and only if A is a field. 

Suppose that R is a HFD. If A is not a field, then there is an irreducible element 

A. So by hypothesis, p is a unit of B. It follows that, for any n > 1, X = pn X and 

,. R is not ~ HFD, a contradiction. The converse follows from T~eorem 3.4. pn 

fL''''V.".n.J'''. 3.7. We don't know if Theorem 3.4 holds, if we replace the hypothesis 
, WIth "B[X] HFD". Indeed, it is not even easy to get examples of HFD's 
that are not UFD's and such that B contains a field. Notice that, even if A and 
are HFD, the domain A + X B[X] may not be a HFD. For example, let A = 2 

B = 2[A. Then A is a UFD, B is a Krull domain of class group 2!22 (cf. 
Exemple p.78 and Proposition 2.15 p.74] and [No, Corollaire 1.12 p.29]) and hence 

18 a HFD [Zs2]. However, R = Z+XZ[A[X] is not a HFD since X2(X2 + 5) = 
+ A)X(X - A) are two factorizations of different lengths into irreducible 

~Min,ent' of R. 

.We close the section with the following:' 

'. : Let A c;:; B be an extension of integral domains such that UrAl = U(B), 
,;reduclble element of A is irreducible in Band B is a UFD. Is R = A + X B[X] a 

FACTORIZATION DOMAINS 

that a ~omain R is a finite ~actorization domain (FFD) if R is atomic and any 
nOl1zelm n~numt of R has only a fimte number of nonassociate irreducible factors in R. 

UFD IS a FFD. The converse is in general false (ef. [AAZ2]). 
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LEMMA .4.1. Let A ~ B be an extension of integral domains such that U(B) = UtA). 
Then, B is a FFD '* A is a FFD. 

Proof. Let a be a nonzero nonunit eletnent of A. it is enough to show that a has only 
finitely many nonassociate divisors in A. Let d be such a divisor I i.e. d ~ivid~ ~ in ~. 
So d divides a in B. Since B is a FFn, a has only finitely many nonaSSOclate divISorS III 
B, suppose that they are {bI ,···, bn }. Thus d = Ubi for some i, with ~ E U(B) .. Sin~e 
U(B) = UtA), we get bi = u-Id E A. Thus the set of nonassocIat: dlVlsors of a In A IS 

a subset of the set of nonassociate divisors of a in B and hence It IS also fimte. 

PROPOSITION 4.2. Let A ~ B be an extension o/integral domains and set 
R = A + X B(X]. Consider The following conditions : 

(i) B is a FFD and U(B) = UtA) ; 
(ii) R is a FFD ; 
(iii) A is a FFD and U(B) n A ;= UtA). 

Then (i) '* (ii) '* (iii) . 

Proof. (i) '* (ii) follows from Lemma 4.1 and from the fact that B is a FFD iff B(X] is 
a FFD (cf. (AAZ 2, Proposition 5.3]). 

(ii) '* (iii). It is easy to see that A is a FFD. Moreover, since FFD implies ACCP 
(cf. (AAZ2]) we get by Proposition 1.2 that U(B) n A = UtA). 

REMARK 4.3. (a) The converse of Lemma 4.1 is false. For example, the extension 
7L C 7L + XQ(X] is such that 7L is a FFD (since a UFD) and U(7L+XQ(X]) = U(7L) . 

. However 7L+XQ(X] is not even atomic (cf. Proposition 2.3). 

(b) The converse of (ii) '* (iii) in Proposition 4.2 is not true in general. For, let R 
= H'l + xqX], we have U(<C)n H'l = U(H'l), H'l is a FFD (since it is. a field). However, R IS 

not a FFD, since {(r.+ i)X,r E Ill} is an infinite set of nonaSSOCIate IrreducIble dIVIsors 
of XZ in R (AAZ 2, Example 4.1]. Notice that the converse of (ii) '* (iii) fails to be true 
even when A c B is integraL 

(e) Let KI.C Kz be any extension of finite fields and set R= KI +XKz(X]. Then 
R is both a FFD and a HFD (AAZ 2, p. 15]. However, U(KI) C U(Kz ). Therefore the 
converse of (i) '* (ii) in Proposition 4.2 is false. 

5 GCD DOMAINS 

A domain R is said to be a GCD-domain if each pair of nonzero nonunits of R has' 
a greatest common divisor. Such a domain is sometimes called HCF-domain (for high 
common factor) (C]. PID's, Bezout domains and, in general, UFD's are GCD-domains. 

(CMZ, Theorem 1.1] states that for an integral domaind D and a multiplicatively 
closed subset S of D , the domain D(S) = D + XDs(X] is a GCD-domam If and only 
if D is a GCD-domain and GCD(X, d) exists in D(S) for each nonzero nonunit d E D. 
Therefore, D+Xqf(D)(X] is a GCD-domain if and only if D is a GCD-domain (See also 
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(MS, Example 4.10]). However, this is not the case if we replace qf(D) with any field 
extension of qf(D). Precisely we have: 

THEOREM 5.1. Let A ~ B be any extension of integral domains with ql(A) ~ B 
and let R = A + XB[X] . Then R is a GCD-domain if and only if B = qf(A) and A is 
a GCD-domain. 

Proof. If A is a GCD-domain with B = qf(A), the result follows from (MS, Example 
4.10] or (CMZ, Theorem 1.1]. . 

Conversely, assume that R is a GCD-domain. Clearly, A is also a GCD-domain. Now, 
if A is a field, then R is atomic (Proposition 2.1). SInce an atomic GCD-domain is a 
UFD (G, Proposition 16.4]' necessarily B = qf(A) = A (see Remark 5.3 (c) below). 
Suppose A is not a field and qf(A) ~ B. Let b E B\iJf(A), it is clear that bX and X are 
nonassociate elements of R and that any nonzero nonunit of A divides both bX and X. 
Moreover, the only common divisors of bX and X are nonzero nonunits of A. It follows 
that GCD(bX, X) does not exist in R, a contradiction. 

As an immediate consequence of Theorem 5,1 we have: 

COROLLARY 5.2. Let K ~ L be any field extension. The domain K + X L(X] is 
a GCD-domain if and only if K = L. 

REMARK 5.3. (a) F\'om Theorem 5.1, it follows that 7L + XQ(X] is a GCD-domain. 
However, this is not the case for 71. + (X, Y)Q[X, Y], since each nonzero nonunit of 71. 
divides both X and Y (see also (MS, Example 4.10]). 

. (b) For a GCD-domain A, the polynomial extension A(YI ,· .. ,Yn ] is also a GCD-
domain for any set of indeterminates {Y., ... , Yn } (MS, section 4, p.393]. Thus, one 
can ask whether the domain R = A + X A(YI , ... , Yn] (X] is a GCD-domain. The answer 
is negative. For, let P = XZ(X + YI )(l + YI ) and Q = XZ(X + Yr)YI . So, X(X + YI ) 
and X are the only common nonassociate irreducible factors of P and Q. However, 
GCD(X, X(X + Y I )) = 1 (in R) and their product X'(X + Yr) does not divide either P 
or Q. 

(c) Let A ~ B be any extension of integral domains. Then R = A + XB(X] is a 
UFD if and only if A = B and B is a' UFD. This follows from the fact that a UFD is 
completely integrally closed and (AAZ 1, Theorem 2.7 (2)]. 

(d) If R = A + XB(X] is a GCD-domain , then it is integrally closed (C]. It follows 
that B is integrally closed and A is integrally closed in B (AAZ1, Theorem 2.7 (I)]. Thus, 
even when A c B is an extension of GCD-domains, R may not be a GCD-domain. For 
example, RI = 7L + XQ(iv'2][X] and Rz = 7L + Xl(X] are not GCD-domains, since 7L 
is integrally closed neither in Q(iv'2] nor in l. 

\ 

Ii 

,i 
,Ii 
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I INTRODUCTION 

l.l Spectral sets 

I. Kaplansky [5] states the following problem" Under what conditions a partially ordered 

set is isomorphic to the prime spectrum of a ring ordered by inclusion 7". W.J. Lewis and 

J. Ohm called a partially ordered set spectral if it is order isomorphic to Spec(R) for 

some ring R. Although there are partial results about this subject [2], [3], [6] and [7], the 

problem of characterizing the spectral sets remains open. However the corresponding 

topological problem was completely answered by M. Hochster in his remarkable paper 

[4]. Let (X, S) be a partially ordered set, a topology T on X is said to be compatible 

with the ordering S if the closure of {x} is cl{ x } = [x, --> [= {y E X I x S Y }, 

which is equivalent to the following two conditions: 

i) [x, --> [is a closed subset of (X, T), for all x EX. 

ii) every closed subset F of (X, T) is closed under specialization (i.e: [x, --> [ >;; F, 
for all x E F). 

Obviously (X, s) is spectral if and only if there exists an order compatible spectral 
topology. 

l. 2 Binary relation. 

Let X be a set equipped with a binary relation R. Let te(R) be the transitive closure 

of R defined by: x te(R) y if and only if x = y or there exist finitely many 
elements Xl" . . ,xn of X such that Xl =x,xn=y and x;Rx;+1 forall i<n. 

The relation te(R) is a quasi-order. Consider the equival~nce relation T(R) induced by 

the quasi -order te(R) defined by : x T(R) y if and ani y if x te(R) y and y te(R) x. 

The authors wish to thank the referee for very useful corrections and remarks. 
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