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Abstract

In this project, we shall study the hybrid steepest descent method and viscosity approximate
method in a more general setting with some mild conditions than those given in the literature.
In particular, we shall suggest and analyze a relaxed viscosity iterative method for flnding
a common flxed point of a commutative family of nonexpansive self-mappings on a closed
convex set of a re°exive Banach space. We shall also prove that the sequence of approximate
solutions generated by the proposed method converges strongly to a solution of a variational
inequality. Our relaxed viscosity iterative method would be an extension and a variant form of
the original viscosity iterative method. Our results could be viewed as signiflcant improvement
and generalization of the corresponding results in Halpern [17], Lions [23], Reich [28], Moudafl
[25], Xu [38], Yao and Noor [43] and many others.

We shall propose hybrid steepest descent method and viscosity approximate method for a
general variational inequality. Since no approximate method, similar to the above mentioned
method, is available for computing the flxed points of a multivalued map; it is really a very
di–cult task to put forward hybrid steepest descent method and viscosity approximate method
for generalized variational inequalities. We shall try to achieve this goal. As applications of
our new methods, we shall solve the pseudoinverse problem, convex / quadratic optimization
problem and semi-deflnite programming problem. We shall also write computer programs for
our methods and shall demonstrate their applications for a pseudoinverse problem, convex /
quadratic optimization problem and semi-deflnite programming problem.

Key Words

Hybrid steepest descent method, Viscosity approximate method, Fixed points, Variational in-
equalities, General variational inequalities, Pseudoinverses, Convex / Quadratic optimization,
Semi-deflnite programming problem.
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1. Introduction

The theory of variational inequalities and flxed point theory are two important and dy-
namic areas in nonlinear analysis and optimization. The theory of variational inequalities
introduced by Stampacchia [32] in the early sixties has played a vital role in the study of a
wide class of problems arising in pure and applied sciences including mechanics, optimization
and optimal control, operations research, game theory, mathematical economics and engineer-
ing sciences; See, for example, [1, 6, 9, 12, 13, 16, 18, 20, 21, 22, 27, 46] and references therein.
It has been extended and generalized in various directions using innovative techniques. In
the last three decades, many researchers studied the following three aspects of the variational
inequalities and their generalizations.

† Existence Theory: The study of the existence of solutions of variational inequalities
and their generalizations.

† Numerical Methods: The study of the algorithms for computing the approximate
solutions of variational inequalities and their generalizations and the study of the con-
vergence of the approximate solutions obtained by the algorithm to the exact solution
of the problem.

† Applications: The study of problems from science, social sciences, engineering, etc by
using variational inequality technique.

Several methods are used in the literature to study the existence of solutions and to develop
some algorithms for computing the approximate solutions of variational inequalities and their
generalizations. The projection method is one of the best and elegant an one. Due to the
complexity of the convex set involved in the formulation of variational inequalities, some time
it may not be easy to compute the projection of a convex set. Keeping this view point in
mind, Yamada [40] (see also [7]) replaced the convex set involved in the formulation of varia-
tional inequalities by a set of flxed points of a nonexpensive self map and then introduced a
method for studying the existence of solutions and for computing the approximate solutions of
variational inequalities, called hybrid steepest descent method. It is also studied by replacing
the set of flxed points of a nonexpensive self map with the set of common flxed points of flnite
number of nonexpensive commutative maps. As another application, Yamada [40] applied his
method to study the constrained pseudoinverse problems. This method is further studied by
Xu and Kim [39] and Zeng et al [47].

Closely related to variational inequalities and optimization theory, is the problem of flnding
a common flxed point of a given family of operators. In this direction, several iterative
methods have been developed for these problems, see for example [15, 34] and references
therein. In recent years, viscosity approximation methods have been developed for flnding
the approximate solutions of the family of operators. In 2000, the viscosity approximation
method of selecting a particular flxed point of a given nonexpansive mapping was proposed
by Moudafl [25]. He also established the strong convergence of both the implicit and explicit
iterative schemes in Hilbert spaces. Under certain conditions, it is proved that the limit
point of the iterative sequence is unique (common) flxed point of a self nonexpensive map
(flnite family of self nonexpensive maps) and this limit point is also a solution of a variational
inequality. Subsequently, Xu [38] extended Moudafl’s results in the framework of Hilbert
spaces and proved the strong convergence of the continuous scheme and the iterative scheme in
a uniformly smooth Banach space. Very recently, Yao and Noor [43] considered and analyzed
a new viscosity iterative method for flnding the common flxed point of a family of operators in
re°exive Banach spaces. Also, they proved that the approximate solution converges strongly
to a solution of a variational inequality under some mild conditions.

In this project, we shall study the hybrid steepest descent method and viscosity approxi-
mate method in a more general setting under some weaker conditions than those considered in
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the literature. In particular, we shall suggest and analyze a relaxed viscosity iterative method
for flnding a common flxed point of a commutative family of nonexpansive self-mappings on
a closed convex subset of a re°exive Banach space. We shall also prove that the sequence of
approximate solutions generated by the proposed method converges strongly to a solution of
a variational inequality. Our relaxed viscosity iterative method would be an extension and
a variant of the original viscosity iterative method. Our results could be viewed as signifl-
cant improvement and generalization of the corresponding results in Halpern [17], Lions [23],
Reich [28], Moudafl [25], Xu [38], Yao and Noor [43] and many others. We shall propose
hybrid steepest descent method and viscosity approximate method for a general variational
inequality. Since no approximate method, similar to above mentioned method, is available for
computing the flxed points of a multivalued map, it is really a very di–cult task to present
hybrid steepest descent method and viscosity approximate method for generalized variational
inequalities. We intend to flnd a solution of this basic problem. As applications of our new
methods, we shall solve the pseudoinverse problem, convex / quadratic optimization prob-
lem and semi-deflnite programming problem. We shall also write computer programs for our
methods and demonstrate their relevences to the pseudoinverse problem, convex / quadratic
optimization problem and semi-deflnite programming problem.

2. Literature Review and Mathematical Formulations

Let H be a real Hilbert space with inner product h¢; ¢i and norm k ¢ k, respectively. Let C
be a nonempty closed convex subset of H; and F : H ! H be an operator. Stampacchia [32]
initially studied the classical variational inequality problem VI(F; C): flnd x⁄ 2 C such that

hF (x⁄); y ¡ x⁄i ‚ 0; for all y 2 C:

Variational inequalities have been extensively studied because they cover many diverse dis-
ciplines such as partial difierential equations, optimal control, optimization, mathematical
programming, mechanics and flnance, etc as special cases; See, for example, [1, 6, 9, 12, 13,
16, 18, 20, 21, 22, 27, 46] and the references therein.

Let g : H ! H be a nonlinear mapping. A generalized form of the variational inequality
problem is the following general variational inequality problem VI(F; C; g): flnd x⁄ 2 H such
that g(x⁄) 2 C and

hF (x⁄); g(y) ¡ g(x⁄)i ‚ 0; for all g(y) 2 C:

The above inequality is called general variational inequality. The odd-order and non-symmetric
free, unilateral, obstacle and equilibrium problems can be studied by using VI(F; C; g); See,
for example, [18] and references therein.

When F : H ! 2H is a multivalued map with nonempty values, then variational in-
equality problem and general variational inequality problem are called generalized variational
inequality problem and general generalized variational inequality problem, respectively. More
precisely, let F : H ! 2H be a multivalued map with nonempty values. The generalized
variational inequality problem GVI(F; C) is the following: flnd x⁄ 2 C and u⁄ 2 F (x⁄) such
that

hu⁄; y ¡ x⁄i ‚ 0; for all y 2 C:

It is known that the necessary and su–cient conditions for a point to be a solution of an
optimization problem for convex but nondifierentiable functions is that the point be a solution
of GVI(F; C). The general generalized variational inequality problem GVI(F; C; g) is the
following: flnd x⁄ 2 H and u⁄ 2 F (x⁄) such that g(x⁄) 2 C such that

hu⁄; g(y) ¡ g(x⁄)i ‚ 0; for all g(y) 2 C:
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It is well known that if F is strong monotone and Lipschitzian on C, then VI(F; C) has a
unique solution, see [21]. In the study of the VI(F; C), one of the most important problems
is: how to flnd a solution of VI(F; C) if there is any? A great deal of efiort has gone into the
problem of flnding a solution of VI(F; C); See, for example, [9, 13, 22, 27].

It is also known that the VI(F; C) is equivalent to the flxed-point equation

x⁄ = PC(x⁄ ¡ „F (x⁄))

where PC is the (nearest point) projection from H onto C; that is, PCx = argminy2Ckx¡yk for
each x 2 H and where „ > 0 is an arbitrarily flxed constant. So if F is strongly monotone and
Lipschitzian on C and „ > 0 is small enough, then the mapping determined by the right-hand
side of this equation is a contraction. Hence the Banach contraction principle guarantees that
the Picard iterates converge in norm to the unique solution of the VI(F; C). Such a method is
called the projection method. It has been widely extended to develop various algorithms for
flnding solutions of various classes of variational inequalities and complementarity problems;
See [1, 9, 13, 18, 20, 21, 27, 46]. It is remarkable that the flxed-point equation involves the
projection PC which may not be easy to compute due to the complexity of the convex set C.
VI(F; C; g), GVI(F; C), and GVI(F; C; g) are studied by using the projection method; See,
for example, [8, 10, 24, 26, 30, 31, 45] and references therein.

Recently, Yamada [40] (see also [7]) introduced a hybrid steepest-descent method for solv-
ing the VI(F; C) so as to reduce the complexity, probably caused by the projection PC : His
idea is stated as follows. Let C be the flxed point set of a nonexpansive mapping T : H ! H;
that is, C = fx 2 H : Tx = xg. Recall that T is nonexpansive if kTx ¡ T yk • kx ¡ yk for
all x; y 2 H, and let Fix(T ) = fx 2 H : Tx = xg denote the flxed-point set of T: Let F
be ·-strongly monotone and •-Lipschitzian on C. Take a flxed number „ 2 (0; 2·=•2) and a
sequence f‚ng of real numbers in (0; 1) satisfying the following conditions:

(L1) limn!1 ‚n = 0;
(L2)

P1
n=1 ‚n = 1;

(L3) limn!1(‚n ¡ ‚n+1)=‚2
n+1 = 0:

Starting with an arbitrary initial guess x0 2 H, one can generate a sequence fxng by the
following algorithm:

xn+1 := Txn ¡ ‚n+1„F (Txn); n ‚ 0: (1)

Then Yamada [40] proved that fnng converges strongly to the unique solution of the VI(F; C).
An example of the sequence f‚ng which satisfles conditions (L1)-(L3), is given by ‚n = 1=n¾

where 0 < ¾ < 1. We note that condition (L3) was flrst used by Lions [23] to establish the
following result.

Theorem 2.1. [23] Let C be a nonempty closed convex subset of a real Hilbert space H and
S : C ! C be a nonexpansive mapping with Fix(S) 6= ;. For a sequence ffing in [0; 1] and an
arbitrary point u 2 C, starting with another arbitrary initial x0 2 C deflne a sequence fxng
in C recursively by the formula:

xx+1 := finu + (1 ¡ fin)Sxn; n ‚ 0: (2)

If the sequence ffing of parameters satisfles conditions (L1), (L2) and (L3), then fxng con-
verges strongly to an element of Fix(S).

If C is expressed as the intersection of the flxed-point sets of N nonexpansive mappings
Ti : H ! H with N ‚ 1, an integer, Yamada [40] also proposed another algorithm,

un+1 := T[n+1]un ¡ ‚n+1„F (T[n+1]un); n ‚ 0 (3)

where T[k] := TkmodN for integer k ‚ 1 with the mod function taking values in the set
f1; 2; :::; Ng; that is, if k = jN + q for some integers j ‚ 0 and 0 • q < N , then T[k] = TN
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if q = 0 and T[k] = Tq if 1 • q < N where „ 2 (0; 2·=•2) and where the sequence f‚ng of
parameters satisfles conditions (L1), (L2) and the following (L4):

(L4)
P1

n=1 j‚n ¡ ‚n+N j is convergent.
Under these conditions, Yamada [40] proved the strong convergence of fung to the unique

solution of the VI(F; C). Note that condition (L4) was flrst used by Bauschke [2]. In the
special case of N = 1, Wittmann [35] flrst introduced condition (L4) and applied (L4) to
establish the following theorem.

Theorem 2.2. [35] Let C be a nonempty closed convex subset of a real Hilbert space H and
S : C ! C be a nonexpansive mapping with Fix(S) 6= ;. For a sequence ffing in [0; 1] and an
arbitrary point u 2 C, starting with another arbitrary initial x0 2 C deflne a sequence fxng
in C recursively by the formula (2). If the sequence ffing of parameters satisfles conditions
(L1), (L2) and (L4) with N = 1, then fxng converges strongly to an element of Fix(S).

In 2003, Xu and Kim [39] further considered and studied the hybrid steepest-descent
algorithms (1) and (3). Their major contribution is that the strong convergence of algorithms
(1) and (3) holds with condition (L3) replaced by the condition

(L3)0 limn!1 ‚n=‚n+1 = 1 or equivalently limn!1(‚n ¡ ‚n+1)=‚n+1 = 0
and with condition (L4) replaced by the condition

(L4)0 limn!1 ‚n=‚n+N = 1 or equivalently limn!1(‚n ¡ ‚n+N )=‚n+N = 0:
It is clear that condition (L3)0 is strictly weaker than condition (L3) coupled with con-

ditions (L1) and (L2); moreover, (L3)0 includes the important and natural choice f1=ng for
f‚ng while (L3) does not. It is easy to see that if limn!1 ‚n=‚n+N exists, then condition (L4)
implies condition (L4)0. However in general, conditions (L4) and (L4)0 are not comparable:
neither of them implies the other (see [37] for details). Furthermore under conditions (L1),
(L2), (L3)0 and (L4)0, they gave the applications of algorithms (1) and (3) to the constrained
generalized pseudoinverses.

Yamada and Ogura [41] considered the hybrid steepest descent method for variational
inequalities over the flxed point set of certain quasi-nonexpansive mappings. They also gave
some applications to convex optimization problem over the flxed point set of a nonlinear
mapping.

Very recently, Zeng et al [47] introduced the following relaxed hybrid steepest-descent
algorithms (I) and (II) which are mixed iteration processes of (1)-(3) as follows:

Algorithm (I): Let ffing ‰ [0; 1); f‚ng ‰ (0; 1) and take a flxed number „ 2 (0; 2·=•2).
Starting with an arbitrary initial guess x0 2 H, one can generate a sequence fxng by the
following iterative scheme

xn+1 := finxn + (1 ¡ fin)[Txn ¡ ‚n+1„F (Txn)]; n ‚ 0:

Algorithm (II): Let ffing ‰ [0; 1); f‚ng ‰ (0; 1) and take a flxed number „ 2 (0; 2·=•2).
Starting with an arbitrary initial guess x0 2 H, one can generate a sequence fxng by the
following iterative scheme

xn+1 := finxn + (1 ¡ fin)[T[n+1]xn ¡ ‚n+1„F (T[n+1]xn)]; n ‚ 0:

Under the assumption that ffing satisfles conditions (L1), (L4) with N = 1 and under the
assumption that f‚ng satisfles conditions (L1), (L2), (L3)0, they proved that the sequence
fxng generated by Algorithm (I) converges in norm to the unique solution x⁄ of the VI(F; C).
On the other hand, under the assumption that ffing satisfles conditions (L1), (L4) and under
the assumption that f‚ng satisfles conditions (L1), (L2), (L4)0, they also proved that the
sequence fxng generated by Algorithm (II) converges in norm to the unique solution x⁄

of the VI(F; C). Furthermore, they applied these two results to consider the constrained
generalized pseudoinverses. Note that whenever the sequence ffing is a constant sequence
f0g, i.e., fin = 0; 8n ‚ 0, Algorithms (I) and (II) immediately reduce to algorithms (1) and
(3), respectively.
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Another method which describes the relationship between variational inequalities and
flxed points is called viscosity approximation method. It is proposed by Moudafl [25] for
selecting a particular flxed point of a given nonexpansive mapping deflned on Hilbert spaces.
If T : C ! C is nonexpansive self mapping and f : C ! C is a contraction mapping, then he
proved the following results.

Theorem 2.3. [25] The sequence fxng generated by the (implicit) scheme

xn =
1

1 + "n
Txn +

"n

1 + "n
f(xn)

converges strongly to the unique solution of the following variational inequality:

x⁄ 2 F ix(T ) such that h(I ¡ f)x⁄; x⁄ ¡ yi • 0; for all y 2 Fix(T );

that is, the unique solution of the operator PF ix(T ) – f , where f"ng is a sequence of positive
numbers tending to zero.

Theorem 2.4. [25] With an initial guess z0 2 C, deflne the sequence fzng by

zn+1 =
1

1 + "n
Tzn +

"n

1 + "n
f(zn):

Suppose that lim
n!1

"n = 0,

1X
n=1

"n = 1 and lim
n!1

flflflfl
1

"n+1
¡

1

"n

flflflfl = 0. Then fzng converges

strongly to the unique solution of the following variational inequality:

x⁄ 2 F ix(T ) such that h(I ¡ f)x⁄; x⁄ ¡ yi • 0; for all y 2 Fix(T );

that is, the unique solution of the operator PF ix(T ) – f .

Recently, Xu [38] studied the viscosity approximation methods for a nonexpansive mapping
deflned on a uniform smooth Banach space. It is further studied by Shahzad and Udomene [29]
for asymptotically nonexpansive mappings in Banach spaces. Simultaneously, Jung [19] also
studied the viscosity approximation method for a family of flnite commutative nonexpansive
mappings in the setting of Banach spaces.

Very recently, Yao [42] considered the viscosity approximation method for a family of flnite
noncommutative nonexpansive mappings deflned on a Hilbert space. Let fin1 ; fin2 ; : : : ; finN

2
(0; 1], n 2 N. Given a flnite family T1; T2; : : : ; TN of nonexpansive mappings on H, for each
n, deflne the mappings Un1 ; Un2 ; : : : ; UnN

by
Un1 = fin1T1 + (1 ¡ fin1)I;
Un2 = fin2T2Un1 + (1 ¡ fin2)I;
...
UnN¡1

= finN¡1
TN¡1UnN¡2

+ (1 ¡ finN¡1
)I;

Wn := UnN
= finN

TN UnN¡1
+ (1 ¡ finN

)I:
Such a mapping Wn is called the Wn-mapping generated by T1; T2; : : : ; TN and fin1 ; fin2 ; : : : ; finN

.
For the detail of Wn-mapping, we refer to [5] and references therein.

Let f be a contraction on H and choose any x0 2 H. Then, Yao [42] deflned the sequence
fxng generated by the following scheme

xn+1 = ‚n°f(xn) + flxn + ((1 ¡ fl)I ¡ ‚nA)Wnxn; (4)

where °; fl are two positive real numbers such that fl < 1, Wn is deflned as above and A is a
self adjoint strongly positive operator.

Yao [42] also proved that the sequence fxng generated by (4) converges strongly to the
unique solution of the following variational inequality:

h(A ¡ °f)x⁄; y ¡ x⁄i ‚ 0 for all y 2 F = \N
i=1F ix(Ti);
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which is the optimality condition for the minimization problem

min
x2F

1

2
hAx; xi ¡ h(x);

where h is a potential function for °f (i.e., h0(x) = °f(x) for all x 2 H).
Yao et al [44] extended the results of Yao [42] for an inflnite countable family of of nonex-

pansive mappings in the setting of Banach spaces.

We shall obtain both the methods: hybrid steepest descent method and viscosity ap-
proximate method, in a more general setting with some mild conditions than those studied
in the literature so far. In particular, we shall suggest and analyze a relaxed viscosity it-
erative method for flnding a common flxed point of a commutative family of nonexpansive
self-mappings on a subset on C of a re°exive Banach space. We shall also prove that the
sequence of approximate solutions generated by the proposed method converges strongly to
a solution of a variational inequality. Our relaxed viscosity iterative method would be an ex-
tension and a variant of the original viscosity iterative method. Our results could be viewed
as signiflcant improvement and generalization of the corresponding results in Halpern [17],
Lions [23], Reich [28], Moudafl [25], Xu [38], Yao and Noor [43] and many others.

We shall try to propose hybrid steepest descent method and viscosity approximate method
for a general variational inequality. Since no approximate method, similar to the above
mentioned method, is available for computing the flxed points of a multivalued map, it is
really a very di–cult task to present hybrid steepest descent method and viscosity approximate
method for generalized variational inequalities. We will endeavor to talk a positive step in
this direction. As applications of our new methods, we shall solve the pseudoinverse problem,
convex / quadratic optimization problem and semi-deflnite programming problem. We shall
also write computer programs for our methods and also shall exhibit their demonstration in
the context of pseudoinverse problem, convex / quadratic optimization problem and semi-
deflnite programming problem.

3. Objectives of the Study

The main objectives to be achieved are the following:

† We shall establish hybrid steepest descent method and viscosity approximate method
in a more general setting under some mild conditions than those given in the literature.
In particular, we shall suggest and analyze a relaxed viscosity iterative method for
flnding a common flxed point of a commutative family of nonexpansive self-mappings
on a suitable subset of a re°exive Banach space. We shall also prove that the sequence
of approximate solutions generated by the proposed method converges strongly to a
solution of a variational inequality. Our relaxed viscosity iterative method would be
an extension and a variant of the original viscosity iterative method. Our results could
be viewed as signiflcant improvement and generalization of the corresponding results in
Halpern [17], Lions [23], Reich [28], Moudafl [25], Xu [38], Yao and Noor [43] and many
others.

† We shall propose hybrid steepest descent method and viscosity approximate method for
a general variational inequality.

† Since no approximate method, similar to above mentioned method, is available for
computing the flxed points of a multivalued map; the di–cult task to present hybrid
steepest descent method and viscosity approximate method for generalized variational
inequalities will be taken up as an integral part of this project.
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† As applications of our new methods, we shall solve the pseudoinverse problems and
convex / quadratic optimization problems.

† In [11] (see also [14]), the projection method is used to obtain the approximate solutions
of semi-deflnite programming problem. We shall use our new methods to compute the
approximate solutions of semi-deflnite programming problem.

† We shall write the computer programs for our methods and shall demonstrate their
applications in pseudoinverse problem, convex / quadratic optimization problem and
semi-deflnite programming problem.

4. Methodology / Description

In order to achieve above mentioned objectives, following methodology will be followed:

† Hybrid Steepest Descent Method and Viscosity Approximate Method:

We shall obtain both the methods in a more general setting but with some
mild conditions than those already given in the literature. We shall suggest
these methods for general variational inequalities and generalized variational
inequalities.

† Applications:

we shall use our methods to solve the pseudoinverse problem, convex / quadratic
optimization problem and semi-deflnite programming problem.

† Computer Programming and Demonstrations:

We shall write the computer programs for our methods and shall demonstrate
their use in solving pseudoinverse problem, convex / quadratic optimization
problem and semi-deflnite programming problem.

5. Management Plan

All the investigators involved in this research are faculty members in the department
of mathematical sciences at KFUPM. In general, the investigators have research interest in
nonlinear functional analysis, optimization, and computer programming. The metric flxed
point theory is the main research area of the Principle Investigator (Abdul Rahim Khan).
The flrst Co-Investigator (Suliman Al-Homidan) has a very good knowledge of optimization
and has a broad spectrum of experience in this area. He is the one who has a good command
on semi-deflnite programming problem and convex / quadratic optimization problem. The
second Co-Investigator (Qamrul Hasan Ansari) is one of the researchers who have done a lot of
work in the area of variational inequalities and flxed point theory. The third Co-investigator
(Shamsuddin Khan) has specialization in the computer programming. Jointly, the team of
investigators provides the necessary capabilities to bring the proposed research project to a
success and fruitful conclusions.

The Principle Investigator and second Co-investigator will achieve the flrst three objec-
tives. The flrst Co-Investigator will work on the applications of our methods to solve pseudoin-
verse problem, convex / quadratic optimization problem and semi-deflnite programming prob-
lem. The results to be developed in this project will be more valuable if the corresponding
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computer algorithms are obtained in their support. The flrst three investigators have no
expertise in developing computer programmes / algorithms. Mr. S. D. Khan (the third
Co-PI) is an expert to simulate mathematical problems and their veriflcation by computers
through respective algorithms and techniques. Therefore, the presence of Mr. S. D. Khan
as a Co-PI is very much needed on regular basis. The third Co-Investigator will write com-
puter programs for our methods and will demonstrate their relevance to flnding numerical
solutions pseudoinverse problem, convex / quadratic optimization problem and semi-deflnite
programming problem. In general, the stated objectives would be achieved through the col-
laborative work of the investigators. The Principle Investigator will be coordinating the
report/publication output and perform necessary administrative management of the project.

6. Signiflcance of the Study

† With a mathematical view point, we shall provide reflnement of the above mentioned
methods in a more general setting under some mild conditions than those already given
in the literature. Since no such methods are available for general variational inequalities
and generalized variational inequalities, the study of hybrid steepest descent method
and viscosity approximate method for these inequalities would provide a new direc-
tion. It would also be possible to compute approximate solutions of the odd-order and
non-symmetric free boundary value problems, unilateral boundary value problems, and
obstacle and equilibrium problems.

† The solution of pseudoinverse problem, convex / quadratic optimization problem and
semi-deflnite programming problem based on our new methods will present a new di-
rection in the area of investigations.

† The demonstration of our methods for pseudoinverse problem, convex / quadratic opti-
mization problem and semi-deflnite programming problem through computer programs
would be an innovation in the subject of variational inequalities.
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7.   Work Plan         RG-2 
 
 

TIME TABLE 
 
 
Task Months 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Literature Collection 
&  
Completion of Review 

                  

Objective # 1 (Hybrid 
Steepest Descent 
Method and Viscosity 
Approximation 
Method) 

                  

Objective # 2 
(Applications) 

                  

Objective # 3 
(Computer 
Programming and 
Demonstrations) 

                  

Final Report and 
Publication Write up 
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