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1. Introduction 
 
It is well known that the bivariate t-distribution arises as a derived sampling distribution from 
the bivariate normal distribution and the chi-square distribution (Anderson, 2003, 289). In this 
paper we emphasize a scale mixture representation to calculate some product moments and  
standardized moments  for the bivariate t-distribution. This compounds a nonnegative 
continuous distribution with the bivariate normal distribution. Though we have considered an 
'inverted chi-square' distribution as the scaling or the compounding distribution, the 
generalization of the model to any other continuous distribution is evident. This section of the 
paper is a decent introduction of relevant materials for Section 2 to motivate those who are 
experts in statistical analysis by normal distributions but wish to check the robustness of their 
theories for a broader context of t-distributions. Wherever possible, matrix algebra has been 
avoided for broad spectrum of readers.  
 
Since the use of the multivariate t-distribution is on the increase in business especially in stock 
returns, the paper will enlighten as well as stimulate research in business, econometrics and 
statistics. Interested readers may go through Joarder (1992), Kotz and Nadarajah (2004), 
Nadarajah and Kotz (2005) and Nadarajah and Kotz (2005a) and the references therein. 
 
 
(i) The Univariate T-Distribution 
 
A random variable Z is said to have a univariate t-distribution with ν degrees of freedom if its 
probability density function (pdf) is given by  
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 It is denoted by tν . Also let Τ  (read as tau) be a random variable taking value τ  have an 
inverted chi-square distribution given in the following theorem..  
 
Theorem 1.1 Let 2~ (0, )Z N τ  and 2 2 ~d W νν χ−Τ  where the symbol d  means that both sides 
of it have the same distribution.  
 

1/ 2( ) ( / ) ~a W Z tνν , 
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,  0 τ< ,                                              (1.1) 

(c) the pdf (probability density function) of the univariate t-dsitribution with ν  degrees of 
freedom has the following representation: 
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Proof.  The proof of the first two parts are well known.  
 
By plugging (1.1) in (1.2) we have  
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With the transformation 2/ wν τ = , we have 

/ 2 2
( 1) / 2 3/ 2

1
0

2
( 1) / 2

/ 2
0

( / 2) 2 / 1 1( )   exp
( / 2) 2 2 2

1 1         exp
2 22 ( / 2) 2

zf z w w w w dw

z w w dw

ν
ν

ν
ν

ν π ν
ν ν

νν πν

∞
+ −

∞
−

⎡ ⎤⎛ ⎞ ⎛ ⎞= − +⎢ ⎥⎜ ⎟ ⎜ ⎟Γ ⎝ ⎠⎝ ⎠⎣ ⎦
⎡ ⎤⎛ ⎞

= − +⎢ ⎥⎜ ⎟
Γ ⎝ ⎠⎣ ⎦

∫

∫
 

which simplifies to the pdf of tν  proving part (c). 
 
Corollary 1.1  Let Τ have the pdf given by (1.1). Then the  -tha  moment of  Τ  is given by 
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 (ii) The Standard Bivariate T-Distribution 
 
A distribution is said to have the standard bivariate t-distribution if its pdf is given by  
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                (1.3) 

It can be proved that the components 1Z  and 2Z  in (1.3) are uncorrelated  but they are not 
independent unless ν →∞ . Product moments of the above distribution are given by Corollary 
3.3. Following the univariate t-distribution, the quantity ν  may also be called the degrees of 
freedom though it is just a shape parameter here. Since the pdf in (1.3) is constant on the circle 

2 2 2
1 2z z r+ = , for any fixed r , the distribution is also called the circular t-distribution. The pdf 

in (1.3) was used by Landenna and Marasini (1981) for testing equality with flexible type I 
error control. 
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(iii) Correlated Bivariate T-Distribution 
 
The following is the pdf of a correlated bivariate t-distribution 
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which  is a special case of the well known bivariate t distribution (Anderson, 2003, 289).  
The above distribution is permutation-symmetric as the components have common mean 0 , 
common variance 2γ and correlation coefficient ρ  where 2 ( 2) ,  2γ ν ν ν− = > (See Tong, 1990, 
202-203). Product moments of the above distribution are given by Corollary 3.2. 
The following theorem is similar to a theorem in El-Bassiouni, Sultan and Moshref (2006).  
 
Theorem 1.2 Let 1 2 2( , ) ~ (0, ), ( ),ikZ Z Z N σ′= Σ Σ =  11 22 12 211,  ,  ( 1 1)σ σ σ ρ σ ρ= = = = − < <  
independent of  W where 2 2 ~d W νν χ−Τ . Then  

1/ 2
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(b) The pdf of a bivariate t-distribution with pdf in (1.4) can be written as  
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which is the scale mixture of bivariate normal and  the 'inverted' chi-square distribution of Τ  
with pdf in (1.1), i.e., symbolically 2

2( | ) ~ ( , )X Nτ θ τΤ = Σ .    
      
Proof.  (a) The pdf of 1 2,Z Z  and W  is given by  
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Letting  1/ 2 1/ 2

1 1 2 2( / ) ,  ( / ) ,y w z y w zν ν= =  w w=  with Jacobian /w ν , we have   
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Integrating out w , we have the pdf of bivariate t distribution given by (1.4). 
 
(b)  The pdf in (1.5 ) can be written as 
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which can be simplified as 
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With the transformation 2/ wν τ = , we have 
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which simplifies to the pdf of the bivariate t-distribution given by (1.4). 
 
(iv) A General Bivariate T-Distribution  
 
The pdf of the bivariate normal distribution is given by  

( )1 1/ 2 1
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where 1 2( , )X X X ′= , 1 2( , )θ θ θ ′=  is unknown vector of location parameters and Σ  is the 2 2×  
unknown positive definite matrix of scale parameters. It is known that ( )E X θ=  and 

( )Cov X = Σ . The pdf in (1.6) can be rewritten as  
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The pdf of the general (location-scale) bivariate -t distribution  is given by 
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where the scalar ν  is assumed to be a known positive constant (Anderson, 2003, 289). The 
probability density function will be denoted by 2 ( , ; )T θ νΣ  in contrast to the bivariate normal by 

2 ( , )N θ Σ . The pdf of the bivariate t-distribution in (1.9) can be written as a mixture of the 
bivariate normal distribution and the inverted chi-square distribution as follows: 
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where 1 2( , )q x x is given by (1.8). The pdf  in (1.11) can further be written as  
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where 1 2( , )q x x  is defined by (1.8) and  is well known to be the pdf of the general bivariate t-
distribution (cf. Anderson, 2003, 289). Since the pdf in (1.12) is constant on the ellipse 



Preprint:  International Journal of Modern Mathematics, 2007, 2(2), 191-204  (Nov  2007) 5

2 2
21 1 2 2 1 1 2 2

1 2 1 2

2 ( )( )x x x x cθ θ ρ θ θ
σ σ σ σ

⎛ ⎞ ⎛ ⎞− − − −
+ − =⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
, 

 for any fixed c , the distribution is also called elliptical t-distribution. Note that even if 0ρ =  
in the pdf in (1.12), the components  1X  and 2X  do not become independent unless ν →∞ .  
 
The pdf in  (1.10) can be expressed by the scale mixture representation as 

2
2( | ) ~ ( , ).X Nτ θ τΤ = Σ                    (1.13) 

It is interesting to note that the transformation  
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 in the general bivariate t-distribution with pdf in (1.12) yields the pdf of the correlated 
bivariate t-distribution as in (1.4). Also the following transformation  
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in the pdf in (1.12) yields that of the standard t-distribution given by (1.3) which is obvious by 
virtue of  
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in (1.3) also yields the pdf in (1.12) since 2 2
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2. Moments of the Bivariate T-Distribution 
 
In the rest of the paper we concentrate mostly on the general bivariate t-distribution discussed 
above. It follows from (1.13) that the expected value and the covariance matrix of the 
distribution are given by 
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where 2 /( 2),  2γ ν ν ν= − > . 
 
The characteristic function of the general bivariate t-distribution is given by 
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where / 2 (| |)K tν  is the Macdonald function with order / 2ν  and argument | |t .  The Macdonald 
function admits numerous integral and series representations (See Spainer and Oldham, 1987, 
Chapter 51).  The characteristic function can be derived (Joarder and Alam, 1995) by  
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function is given by (2.2).   
 
Setting 2 0t =  in the characteristic function (2.2), we immediately have  
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which is denoted by ( )2
1 1 1~ , ;X t θ σ ν .  

 
The ( , )-tha b raw product moment of any two variables 1X  and 2X  is defined by 1 2( )a bE X X  
while the ( , )-tha b centered product moment between 1X  and 2X  is defined by  
 1 1 2 2[( ) ( ) ],a bE X Xθ θ− −                      (2.4) 
where 1 1 2 2( ), ( ) .E X E Xθ θ= =  
 
3. Centered Product Moments of Bivariate T-Distribution 
 
The scale mixture representation of the bivariate t-distribution with pdf in (1.13) can be 
represented by 

  2
2( | ) ~ ( , )X Nτ θ τΤ = Σ  where 
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The pdf's between (1.9) to (1.12) are equivalent. The following theorem is due to Joarder 
(2006). 
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Theorem 3.1  Let 1X  and 2X  have the bivariate t-distribution with pdf in (1.12).  Then the 
product moments between 1X  and 2X  are given by  

2 2 2
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where aγ  is the -tha  moment of Τ . 
 
Proof.  By applying the scale mixture representation in (1.5) to Kendal and Stuart (1969, 91)   
we have 
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Similarly we have  
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Corollary 3.1 Let 1X  and 2X  have the bivariate t-distribution with pdf in (1.12).  Then the  
product moment correlation between 1X  and 2X  is given by 

1 2X Xρ ρ=   .  
 
Proof.  By virtue of   
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the corollary follows from 
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1 1 2 2 , 1 1 2 2( ) ( ) ( )( ).X XE X E X E X Xθ θ ρ θ θ⎡ ⎤− − = − −⎣ ⎦  

We conclude this section by providing centered product moments of the bivariate correlated t-
distribution and the standard t-distribution. Corollary 3.2 follows from Theorem 3.1 for 

1 2 1σ σ= = . 
 
Corollary 3.2  The product moments of correlated bivariate t-distribution with pdf in (1.4) are 
given by  
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2
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where aγ  is the -tha  moment of Τ . 
 
The following corollary follows from Theorem 3.1 for 1 2 1σ σ= =  and 0ρ = . 
 
Corollary 3.3  The product moments of standard bivariate t-distribution with pdf in (1.3) are 
given by  
 

4( , ; ) ( 1)( 1) ( 2, 2) ,a b a b a bµ ν µ γ= − − − −  

2 2
(2 )!(2 )!(2 ,2 ; ) ,
2 ! ! a ba b

a ba b
a b

µ ν γ ++=  

(2 1,2 1; ) 0,a bµ ν+ + = (2 ,2 1; ) (2 1,2 ; ) 0,a b a bµ ν µ ν+ = + =  
where aγ  is the -tha  moment of Τ . 
 
4.  The Standardized Moments of the Bivariate T-Distribution 
Let ( ) 1 1 2 2, [( ) ( ) ]a ba b E X Xµ θ θ= − −  and ( ) 1 1 2 2, ; [( ) ( ) ]a ba b E X Xµ ν θ θ= − − be the 
( , )-tha b centered product moments of the bivarite normal distribution with pdf in (1.6) and the 
bivariate t-distribution with pdf in (1.9) respectively.  Since the covariance matrix for the 
bivariate t-distribution is given by 

2 2

(2,0; ) (1,1; ) (2,0) (1,1)
(1,1; ) (0,2; ) (1,1) (0,2)

µ ν µ ν µ µ
γ γ

µ ν µ ν µ µ
⎛ ⎞ ⎛ ⎞

Λ = = = Σ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

, 

the quantity  
1 1/ 2 2 2( ) ( ) || ( ) ||X X X Z Z Rθ θ θ− −′ ′− Σ − = Σ − = =  is not the standardized distance.  The  

standardized distance for the bivariate t-distribution is defined by  
1

2( ) ( ) ( )Q X Xθ γ θ−′= − Σ − .         (4.1) 
 
Let ( ),  ( 1, 2, )a

a E Q aβ = = be the a-th  standardized moment of Q (Joarder, 2006). Some 
properties of standardized moments are discussed below. 
 
Theorem 4.1 Let 1 2( , )X X X ′=  have the general bivariate t-distribution, and 

1
2( ) ( ) ( )Q X Xθ γ θ−′= − Σ − be the standardized distance of the distribution.  Then 

( ) ( 1) ( / 2 )2  ,  2
( / 2)

a
a

a a aνβ ν ν
ν

Γ + Γ −
= − >

Γ
. 

Proof.  The quantity Q  can be written as 1 1 1 2
2 2 2( ) ( ) ( )Q X X Z Z Rθ γ θ γ γ− − −′ ′= − Σ − = =   where 

1/ 2 ( )X Zθ−Σ − = . Then from (1.3), the pdf of Z is 
/ 2 1

2
1( ) 1 .

2
z zf z

ν

π ν

− −′⎛ ⎞= +⎜ ⎟
⎝ ⎠

         (4.2) 
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By making the polar transformation  
1 2cos ,  sinz r z rθ θ= = ,  (0, ),  (0, 2 )r θ π∈ ∞ ∈  in (4.2) with Jacobian r , it follows that 

the probability density functions of R and Θ  are given by  
2 ( / 2 1)

1( ) (1 / )g r r r νν − += + , (0, )r ∈ ∞  and  
1

2 ( ) (2 )g θ π −=  , (0, 2 )θ π∈  
respectively. Then it can be checked easily that 2 / 2 ~ (2, ),R F ν  and consequently  

2 / 2 ~ (2, ),  2W Q Fγ ν ν= > (cf. Muirhead, 1982, 37). Then the -tha standardized moment is 
given by 

2

2

       ( )

            2 ( )
( 1) ( / 2 )           2 ( / 2)  

( / 2)
( 1) ( / 2 )           ( 2)  ,  2 .

( / 2)

a
a

a a a

a a a

a

E Q

E W
a a

a a a

β

γ
νγ ν

ν
νν ν

ν

−

−

=

=
Γ + Γ −

=
Γ

Γ + Γ −
= − >

Γ

 

Notice that as ν →∞ , the standardized moments of the bivariate t-distribution, as expected, 

coincide with that of the bivariate normal distribution. In case a is a nonnegative integer 

{ }

(( / 2) 1)2 ! ,   2( 1)
(( / 2) 1)

a
a

a aa aνβ ν
ν

−
= > −

−
 

where { } ( 1) ( 1),  ( 0).ac c c c a c= − − + ≠  

Corollary 4.1 The first three standardized moments of  the general bivariate t-distribution are 
given by  
 

1 2,  β =  

2
8( 2) ,  4,

4
νβ ν
ν
−

= >
−

 

2

3
48( 2) ,  6.

( 4)( 6)
νβ ν

ν ν
−

= >
− −

 

 

5.  Shanon Entropy 
The Shanon Entropy for any bivariate density function 1 2( , )f x x  is defined by 

1 2( ) (ln ( , )]H f E f X X= − .  Let us calculate the Shanon entropy for the bivariate normal 

distribution.  It follows from (1.7) and (1.8) that  

( )2 1 2
6 1 2 1 2

( , )ln ( , ) ln 2 1
2

q x xf x x πσ σ ρ− = − +  and  

2
1 2 2

1[ ( , )] (1 1 2 ) 2
1

E q X X ρ
ρ

= + − =
−

  

respectively so that the Shanon entropy for the bivariate normal distribution with pdf in (1.7) is 

given by 
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( )
( )

2 1 2
8 1 2 1 2

2
1 2

[ ( , )](ln ( , )) ln 2 1
2

                              ln 2 1 1.

E q X XE f X X πσ σ ρ

πσ σ ρ

− = − +

= − +
     (5.1) 

Theorem 5.1  Let the bivariate t-distribution have the pdf in (1.11). Then the Shanon entropy 

for the bivariate t-distribution has the following equivalent representations: 

( )2 2
9 1 2( ) ( ) ln 2 1 (ln ) 1i H f Eπσ σ ρ= − + Τ +

( ) ( )2
9 1 2 1 2

2( ) ( ) ln 2 1  ln 1 ( , ) / ,
2

ii H f E q X Xνπσ σ ρ ν+
⎡ ⎤= − + +⎣ ⎦  

( ) [ ]2
9 1 2

( / 2 1) 2( ) ( ) ln 2 1 ln ( / 2+1) ( / 2) ,
(( 1) / 2) 2

iii H f π ν νπσ σ ρ ν ν
ν

⎡ ⎤Γ + +
= − + + Ψ −Ψ⎢ ⎥Γ +⎣ ⎦

 

where 2 2~ νν χ−Τ and ( ) ln ( ) /t d t dtΨ = Γ  denotes the digamma function (Nadarajah and Kotz, 

2005). 

 

Proof. By virtue of (1.10), (1.11) or (1.13), it follows from (5.1) that 

( )( )
( )

2
9 1 2

2 2
1 2

( ) ln 2 ( )( ) 1 1 |

           ln 2 1 (ln ) 1,

H f E

E

π σ σ ρ

πσ σ ρ

⎡ ⎤= Τ Τ − + Τ⎢ ⎥⎣ ⎦

= − + Τ +
 

which is part (i) of the theorem. Alternatively, it  follows from (1.1) that 

( ) ( )2
9 1 2 1 2 1 2

2[ln ( , )] ln 2 1  ln 1 ( , ) / ,
2

E f X X E q X Xνπσ σ ρ ν+
⎡ ⎤= − − − +⎣ ⎦   

which yields (ii) in the theorem. Note that 2 2(ln ) ln (ln ),  ~ .E E W W νν χΤ = −  For part (iii), 
see Nadarajah and Kotz (2005). 
 

6. Distribution of the Sample Variances and Correlation 
Coefficient 
 
For any bivariate random vector, the mean vector is 1 2( , )X X X′ =  and the sums of squares 

and cross product matrix is given by 
1
( )( )

N

j j
j

X X X X A
=

′− − =∑ . The symmetric bivariate 

matrix A  can be written as ( ) , 1,2; 1,2ikA a i k= = =  where 2 2

1
( ) ,

N

ii i ij i
j

a mS X X
=

= = −∑   

1, ( 1, 2)m N i= − =  and 12 1 1 2 2 1 2
1
( )( )

N

j j
j

a X X X X mRS S
=

= − − =∑ . Fisher (1915) derived the 

distribution of A for 2p =  in order to study the distribution of the correlation coefficient from 
a normal sample.  
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Let 1 2( , )X X X′ =  be  bivariate -t random vector with probability density function in (1.9). 
Now consider a sample 1 2, , ( 2)NX X X N >  having the joint probability density function 

/ 2 1

/ 2 1
11 1 2

1

( / 2 )( , , , )  | | 1 ( ) '( ) ( ) ,
( ) ( / 2

N
N

N j jN
j

Nf x x x x x
ν

ν θ ν θ
νπ ν

− −

− −

=

⎛ ⎞Γ +
= Σ + − Σ −⎜ ⎟Γ ⎝ ⎠

∑        (6.1) 

which is the bivariate t-model for the sample.  Note that the observations in the sample are 
uncorrelated and not independent unless ν →∞ .  
 
The pdf  of sample sum of squares and sum of products based on bivariate t-model (6.1) can be 
written as 

( ) ( )/ 2 ( 3) / 22 2
12 11 22 12 1 2 11 22 12

/ 2

11 22 12
2 2 2

1 2 1 2

( , , ) ( , 2) 1 ( )

21                       1
(1 )

m mm

m

f a a a C m a a a

a a a

ν

ν

ρ σ σ

ρ
ν ρ σ σ σ σ

− −−

− −

= − −

⎛ ⎞⎛ ⎞
× + + −⎜ ⎟⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠

           

 

where 
22   ( / 2)( , 2)
 ( 1) ( / 2)

m m mC m
mν

ν ν
π ν

− − Γ +
=

Γ − Γ
           

and  11 22 120, 0, , 1 1a a a ρ> > −∞ < < ∞ − < < , 1 22, 0, 0m σ σ> > >  (Sutradhar and Ali, 1989). 
         
Under the transformation 2 2

11 1 22 2 12 1 2, ,a ms a ms a mrs s= = =  with Jacobian 
2 2 3

11 22 12 1 2 1 2( , , , , )J a a a r s s m s s→ = , the pdf of 2 2
1 2,S S  and R  is given by 

 

( ) ( ) ( )/ 2 ( 3) / 22 2 2 2 2
13 1 1 1 2 1 2

/ 22 2
1 1 1 2

2 2 2
1 2 1 2

, ,  ( , 2)( )  1 1 ( )

1                    1 2 .
(1 )

m mm m m

m

f s s r m C m r s s

ms ms ms sr

ν

ν

σ σ ρ

ρ
ν ρ σ σ σ σ

− −− −

− −

= − −

⎛ ⎞⎛ ⎞
× + + −⎜ ⎟⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠

        (6.2)

     
By integrating out sample variances, the distribution of the correlation coefficient comes out to 
be what was obtained by Fisher (1915). An elegant proof is due to Joarder (2007).  The null and 
non-null distribution robustness was proved, among others, by Ali and Joarder (1991). 

Theorem 6.1 The probability density function of the correlation coefficient R  based on the 
joint pdf in (6.1) is given by 

( ) ( )
/ 22 2

( 3) / 22 2

0

2 1 (2 )( )  1  
 ( 1) ! 2

mm km

k

r m kh r r
m k

ρ ρ
π

− ∞−

=

− +⎛ ⎞= − Γ ⎜ ⎟Γ − ⎝ ⎠
∑ , 1 1r− < <  

where 2, 1 1m ρ> − < <  . 
 
Acknowledgements 
The author acknowledges the excellent research support provided by King Fahd University of 
Petroleum &  Minerals, Saudi Arabia. The author also thanks Prof Saralees Nadarajah for 
providing me with some reprints of his papers on t-distributions. 



Preprint:  International Journal of Modern Mathematics, 2007, 2(2), 191-204  (Nov  2007) 12

 
References 
 
1.    Ali, M.M. and Joarder, A.H. (1991). Distribution of the correlation coefficient for the class 

of  bivariate elliptical models. Canadian Journal of Statistics, 19,  447--452.  
 
2. Anderson, T.W. (2003). An Introduction to Multivariate Statistical Analysis. John Wiley  

and Sons. New York. 
 

3. El-Bassiouny, A.H.; Sultan, K.S. and Moshref, M.M. (2006). Moments of the correlated  
bivariate normal and t distributions. Journal of Probability and Statistical Science, 4(2),  
137-146. 

 
4. Fisher, R.A. (1915). Frequency distribution of the values of the correlation coefficient in  

samples from an indefinitely large population. Biometrika, 10, 507-521. 
 

5. Joarder, A.H. (1992). Estimation of the Scale Matrix of a Multivariate T-Model. Unpublished  
PhD Thesis, The University of Western Ontario, Canada. 

 
6. Joarder, A.H. (2005) Some useful integrals and their applications in correlation analysis. To  

appear in Statistical Papers. 
 
7. Joarder, A.H. (2006). Moments of  the Bivariate T-Distribution. Technical Report,  

Department of Mathematical Sciences, King Fahd University of Petroleum & Minerals, 
Saudi Arabia. 

 
8. Joarder, A.H. and Alam, A. (1995). The characteristic function of elliptical t-distribution  

using a conditional expectation approach. Journal of Information and Optimization  
Sciences, 16, (2), 307-310. 

 
9. Kendal, M.G. and Stuart, A. (1969).  The Advanced Theory of Statistics, Vol. 1, Charles  

Griffin and Co. Ltd, London. 
 
10. Kotz, S. and Nadarajah, S. (2004). Multivariate t Distributions and Their Applications.  

Cambridge University Press. 
 

11.  Landenna, G. and Marasini, D. (1981). A two-dimensional t-distribution and a new test  
with flexible type I error control. In 'Statistical Distributions in Scientific Work, vol. 5,  
(eds. G. Taillie; Patil, G.P. and Baldessari, B.A.), 193-202. 

 
12. Muirhead, R.J. (1982). Aspects of Multivariate Statistical Theory. John Wiley. 
 
13. Nadarajah, S. and Kotz, S. (2005). Sampling Distributions associated with the multivariate  

t-distribution. Statistica Neerlandica, 59(2), 214-234. 
 
14. Nadarajah, S. and Kotz, S. (2005a). Mathematical properties of the multivariate t  

distribution. Acta Applicandae Mathematicae, 89, 1-3, 53-84. 
 
15. Lebedev, N.N. (1965). Special Functions and Their Applications. Prentice Hall Inc., New  

Jersey. 



Preprint:  International Journal of Modern Mathematics, 2007, 2(2), 191-204  (Nov  2007) 13

16. Spainer, J. and Oldham, K.B. (1987). At Atlas of Functions. Hemisphere Publishing  
Corporation, Washington D.C. 

 
17. Sutradhar, B.C. and Ali, M.M. (1989). A generalization of the Wishart distribution for  

the elliptical model and its moments for the multivariate t model. Journal of 
Multivariate Analysis, 29(1), 155-162. 

 
18. Sutradhar, B.C. (1988). Testing linear hypothesis with t error variable. Sankhya B, 50(2),  

175-180. 
 
19. Tong, Y.L. (1990 ). The Multivariate Normal Distribution. Springer. 
 
 
File: c\Research MSA)\BivariateTDistIJMM 
 
The latex version of this paper is the revised version and has been submitted for final 
reproduction. 
 
 
 


