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The use of the left and right variance is proposed and an index of asymmetry based on 
them is introduced. Several examples demonstrate its usefulness.  
 

1. Introduction 

The question of evaluating more accurately the dispersion of a random variable emerges in 
all non-symmetric probability distributions. When the population distribution is non-
symmetric, the mean and variance (or standard deviation) do not provide a precise idea of 
the shape and symmetry of the distribution. It is argued that the average, the proposed left 
variance (or left standard deviation) and right variance (or right standard deviation) 
describe them more accurately. 

Let X be a real random variable with F as  its cumulative distribution function so that 
( ) ( )xXx PF <= , for every real number x. Then the mean  µ mean (average) is defined by 

 

( )  X x dFEµ
+∞

−∞
= = ∫ . 

 
The median of X, denoted by µ~  is generally defined by the inequalities:  

 
( ) ( ) ( ) ( )+=≤≤≤<= µµµµ ~~~~

2
1 FPPF XX    

 
where ( )+µ~F  is the limit from the right of ( )xF  in µ~ .  If F is continuous, its median is 
unique and equal to the value µ~  for which ( ) 2

1~ =µF .  
 
In the case of a discrete random variable X, mode (µ0) is defined as the value (or values) 
for which f(x) attains its maximum value. When X is an absolutely continuous random 
variable with probability density f(x), mode is defined as the point (or points) where f(x) 
presents the maximum. If there is a unique mode of X, then X is called unimodal. 
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A random variable X is said to have a symmetric distribution about its average µ, if and 
only if, for every real number x: 

( ) ( ) ( )( ) ( ) ( )( )+−−=−>=<−−=<−=+ xFxXPxXPxXPxF µµµµµ 1  

If X is absolutely continuous, with probability density function f(x), then its distribution is 
symmetric if and only if ( ) ( )xfxf −=+ µµ .  Usually, there is no relation between a 
distribution being symmetric and the equality 0

~ µµµ == . This is demonstrated in the 
following examples: 

 
Example 1.1 Consider the following probability mass function : 

 
( 1) ( 3) ( 5) 1/ 9,  ( 2) ( 4) 3/ 9P X P X P X P X P X= = = = = = = = = =  

 
This distribution is certainly symmetric about 3µ = , even though it is bimodal. The mean 
(or the expected value) of the distribution is ∑ == 3)(xxpµ  while mode occurs at 2 and 
4. The median is given by µ~ = 3 since P(X<3)= 4/9 < 0.5 and P(X≤3)= 5/9 ≥ 0.5 . 
 
Example 1.2 Consider the following probability mass function : 

 
( 8) ( 12) ( 25) ( 35) 1/ 7,  ( 20) 3 / 7P X P X P X P X P X= = = = = = = = = =  

 
This distribution is certainly non-symmetric, even though 0

~ µµµ == . The mean (or the 
expected value) of the distribution is ∑ == 20)(xxpµ , the mode is µ0 = 20 and the 
median is given by µ~ = 20 since P(X<20)= 2/7 < 0.5 and P(X≤20)= 5/7 ≥ 0.5 . 

Example 1.3 Consider the following uniform probability mass function : 
 

( )=1/4, 1, 2,3,4P X x x= =  
 
The median is given by µ~ = 2 and 3 since P(X<2)= 1/4 < 0.5, P(X≤2)= 2/4 ≥ 0.5, and  
P(X<3)= 2/4 ≤ 0.5, P(X≤3)= 3/4 ≥ 0.5. The mean (or the expected value) of the distribution 
is ( ) 2.5xP X xµ = = =∑ . This distribution is symmetric, even though µ~ ≠µ .  

If the distribution is unimodal and the median is defined by the central element of the 
closed interval, then the distribution is symmetric (with respect to µ), if and only if, it 
results that 0

~ µµµ == . If the distribution is not symmetric, the asymmetry is called right 
if µµµ ≤≤ ~

0 , and the asymmetry is called left if  0
~ µµµ ≤≤ . Even if 0

~ µµµ == , the 
distribution is not always symmetric (see Example 1.2). But it is not adequate to know that 
a distribution is non-symmetric.  In order to compare different non-symmetric 
distributions, one needs a measurement of the asymmetry of each distribution. Various 
measurements of asymmetry have been proposed; the most remarkable ones are described 
below: 

 

 (i) Pearson’s Index of “skewness”  
 
It is given by 
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1 0( ) /β µ µ σ= − ,         (1) 

 
where 2 2( )E Xσ µ= −  is the second central moment of a random variable X . This index 
is independent of the measurement units and indeed it is ideal for comparing asymmetry 
between different distributions. Since mode is difficult to determine for sample, the 
following measure has been more popular. 
 
(ii) Hotelling and Solomons measure of Skewness 
 
Hotelling and Solomons (1932) proved that | |µ µ σ− < , and over time the following 
measure of skewness 

 

 2 / 3
µ µβ
σ
−

=           (2) 

 

which varies in [ 3,3]−  became popular. In sample ,µ µ  and σ are replaced by their 
counterparts ,x x and s , and  we denote the measure by 2b . 

(iii) Fisher’s Index 

It is given by 

 
3

3 3 /β µ σ= ,          (3) 
 
where 3

3 ( )E Xµ µ= −  is the third order central moment. Pearson’s Index given by 1β  
historically precedes Fisher’s index 3β . In sample 3µ  and σ are replaced by their sample 

counterparts ( )3
3 /m x x n= −∑  and s where 2 2( 1) ( )n s x x− = −∑ . Let ( ) /z x x s= −  be 

the z-score of an observation x . Then the resulting quantity 
 

3
3

3
1 1

1 1
x xb z

n s n
−⎛ ⎞= =⎜ ⎟− −⎝ ⎠

∑ ∑                 (4) 

 
appears to be the third order standardised moment, and is the Fisher's index of asymmetry 
in a sample. 
 
It is reminded that all moments of odd order (k = 3, 5, 7, …) are proper to evaluate the 
asymmetry. In fact, they are zero when the distribution is symmetric, positive when the 
distribution presents asymmetry on the right and negative when the distribution presents 
asymmetry on the left. Note that all the measures of skewness are unit free to allow them to 
compare samples with different units. If 30  | |  1/ 2b< < , the asymmetry is insignificant, if 

31/ 2  | |  1b< < , the asymmetry is moderate and if 3| | 1b > , the asymmetry is strong .  
 
In this paper the use of left variance and the right variance is proposed, and consequently 
an index of asymmetry is proposed. The idea is illustrated by some examples 

 



Preprint: IJMEST, 35(3), 419-424. 
 

 

4

2. The left and right variance 

In this study, we propose the use of the left and the right variance, 2
lσ  and 2

rσ  respectively 
as follows:  

If µ= E(X) and σ 2 = V(X),  the “left variance 2
lσ  of X” is defined by  

 

( ) ( )( )22
l E X I Xσ µ µ= − ≤ ,                 (5) 

 
and  “right variance 2

rσ of  X” by  
 

( ) ( )( )22
r E X I Xσ µ µ= − ≥ .                 (6) 

where I is the indicator function.  
 
In addition 2 2/lσ σ  will be called standard left variance and  2 2/rσ σ  will be called standard 
right variance. The β  index of dispersion is introduced by  
 

2 2 2 2

2 2 2
r l r lσ σ σ σβ

σ σ σ
−

= − =                   (7) 

 
If 0β = , then f is symmetric around the average µ . If 1 0β− < ≤ , then f is non-
symmetric, and the distribution is more dispersed on the left than on the right of the 
average µ .  If 0 1β≤ < , then f is non-symmetric, and the distribution is more dispersed 
on the right than on the left of the average µ .  It should be remarked here that even if the 
distribution is non-symmetric, its data can be equally dispersed about the average. 
 
The proposed index of skewness for the sample is given by 

 
2 2 22

2 2
2 2 2

0 02 1

1 1
1 1

l r lr

z z

s s ssb z z
s s s n n≥ ≤

−
= − = = −

− −∑ ∑                                                           (8) 

where  
 

2 2

1

1 ( )  
1l

x x

s x x
n ≤

= −
− ∑  and 2 2

2

1 ( )
1r

x x

s x x
n ≥

= −
− ∑ .      (9) 

 
 If ix x≥  then 0z ≥  so that (i) 2 3z z≤ when  1,z ≥  and (ii) 2 3  z z> otherwise. 
Therefore, a comparison between 3b and b appears to be difficult. Let us describe some 
example in which 3b b<  and one in which 3b b> . 
 
Example 2.1 Consider the sample: 8, 12, 20, 20, 20, 25, 35. The z -scores are 
approximately given by 
 
 1.373485669, 0.915657112,0,0,0,0.572285695,  1.716857086− −   
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so that 0.818777292 0.681222707 0.1376b ≈ − ≈  and 3 0.3149b ≈ . 
 
 
Example 2.2 Consider the data x :  0.08  0.12  0.2  0.2  0.2  0.25  0.35. Since the data are 
obtained by dividing the data in Example 2.1,  b  and 3b remains the same as in Example 
2.1. 
 

Example 2.3 For the data : 9, 3, 3,0,2,4,9x − − − , the z -scores are approximately given by  

 
1.558845727,  0.519615242,  0.519615242,  0,  0.346410161,  0.692820323,1.558845727− − −

 

 so that 1.01 0.99 0.02b = − =  and 3 0.3149b ≈ . 

 
Example 2.3 For the data : 1.85, 0.62,0,0,0,0.99,1.48x − −  we the z -scores are 
approximately given by  
 

1.715538793, 0.574937325,0,0,0,0.918045084,1.078378412− −   
 
so that 0.818406569 0.501426693 0.3170b ≈ − ≈  and 3 0.3149b ≈ . 

 

Proposition 2.1  Let 1n be the number of observations not exceeding the sample mean and 

2n be the number of observations that are at least as large as the sample mean. Then the 
following inequality hold 

2 2 2 2
l r

ns s s s
ν

≤ + ≤  where 1 2min{ , }n nν =  

where ( )22( 1)n s x x− = −∑ , and  2
ls  and 2

rs  are defined in (9).  
 
Proof. Since  
 

( )
( ) ( )

22

2 2

2 2
1 2

( 1)

             

             ( 1) ( 1)
x x x x

l r

n s x x

x x x x

n s n s
≤ ≥

− = −

= − + −

= − + −

∑
∑ ∑  

 

and 1 21 10 1 and 0 1
1 1

n n
n n
− −

≤ ≤ ≤ ≤
− −

, it follows that 

 
2 2 2 2 21 21 1

1 1l r l r
n ns s s s s
n n
− −

= + ≤ +
− −

. 

 
Again since  
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( ) ( )2 2

1

1 1
x x x x

x x x x
n ν≤ ≤

− ≤ −∑ ∑ and ( ) ( )2 2

2

1 1
x x x x

x x x x
n ν≥ ≥

− ≤ −∑ ∑  

it follows that 
2 2 2 2 21 1 ( )  ( )  

1l r i i
n ns s x x x x s

nν ν ν
+ ≤ − ≤ − =

−∑ ∑  . 

Hence the proof. 
 
The asymmetry that many distributions present, has been a subject of study by many 
authors and various index of asymmetry have been proposed. The use of left and right 
variance permits us to describe in a more accurate way the dispersion of data in these 
distributions. In addition, the  index of dispersion, proposed in the present paper, provides 
us not only with the sense of asymmetry of a distribution, but also with whether this 
asymmetry is significant or not. In comparison to the Fisher’s index, this is more 
immediate as it needs fewer computations. Considering the fact that the computation of 
Fisher’s index needs more multiplication, which could amplify the propagation of errors, 
the proposed index could be considered more accurate. 
 
It seems it is a difficult job to study the random sampling distribution of the proposed 
index of asymmetry. Further, the study of its moments, properties and percentile points 
remains open to be studied. 
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