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Abstract

In the present paper a second order difference operator Ax
h of a second order

approximation of the differential operator Ax defined by the formula

Axu = −a(x)d
2u

dx2
+ δu

with domain D(Ax) = {u ∈ C(2)[0, 1] : u(0) = u(1), u0(0) = u0(1)} is pre-
sented. Here a(x) is a smooth function defined on the segment [0, 1] and
a(x) > 0, δ > 0. The positivity of Ax

h in Ch and Hölder spaces is established.

Key words: Positive operator; Nonlocal boundary conditions; Hölder space.

1 Introduction

Let us consider a differential operator Ax defined by the formula

Axu = −a(x)d
2u

dx2
+ δu, (1)

with domain D(Ax) = {u ∈ C(2)[0, 1] : u(0) = u(1), u0(0) = u0(1)}. Here a(x) is a
smooth function defined on the segment [0, 1] and a(x) > 0, δ > 0.

In [4, 5] the difference operator Ax
h of a first-order of approximation for the

differential operator (1) was considered. The positivity of this operator in Ch and
Hölder spaces was established.
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Let us define the grid space [0, 1]h = {xk = kh, 0 ≤ k ≤ N, Nh = 1}, N is a
fixed positive integer. The number h is called the step of the grid space. A function
ϕh = {ϕk}N0 defined on [0, 1]h will be called a grid function. To the operator Ax

defined by the formula (1) we assign the difference operator Ax
h of a second order

of approximation defined by the formula

Ax
hu

h =

½
−a(xk)uk+1 − 2uk + uk−1

h2
+ δuk

¾N−1

1

, uh = {uk}N0 , (2)

which acts on grid functions defined on [0, 1]h with u0 = uN and −u2+4u1−3u0 =
uN−2 − 4uN−1 + 3uN .

We denote by Ch = C[0, 1]h and Cα
h = Cα[0, 1]h the Banach spaces of all grid

functions vh = {vk}N−11 defined on [0, 1]h and equipped with the norms°°°vh°°°
Ch
= max
1≤k≤N−1

|vk| ,

°°°vh°°°
Cα
h

= max
1≤k≤N−1

|vk|+ max
1≤k<k+r≤N−1

|vk+r − vk|
(rτ)α

.

In the present paper we will investigate the resolvent of the operator −Ax
h, i.e., in

solving the equation

Ax
hu

h + λuh = fh (3)

or

−akuk+1 − 2uk + uk−1
h2

+ δuk + λuk = fk,

ak = a(xk), fk = f(xk), 1 ≤ k ≤ N − 1,

u0 = uN , − u2 + 4u1 − 3u0 = uN−2 − 4uN−1 + 3uN .
The positivity of the difference operator Ax

h defined by the formula (2) in Ch and
the Hölder spaces Cα

h is established.

2 Green’s function

In this section we will study the strong positivity in Ch of the operator Ax
h defined

by formula (2) in the case a(x) ≡ 1.
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Lemma 1 Let λ ≥ 0. Then the equation (3) is uniquely solvable, and the following
formula holds

uh = (Ax
h + λ)−1fh =


N−1X
j=1

J(k, j;λ+ δ)fjh


N

0

, (4)

where
J(k, 1;λ+ δ) = J(k,N − 1;λ+ δ)

=
1 + µh

2 + 3µh

(RN−3 + 1)(4R− 1)
2µ

(I − 2− µh

2 + 3µh
RN−2)−1

for k = 0 and k = N ;

J(k, j;λ+ δ) = − 1 + µh

2 + 3µh

(R2 − 4R+ 1)(Rj−2 +RN−j−2)
2µ

(I − 2− µh

2 + 3µh
RN−2)−1

for 2 ≤ j ≤ N − 2 and k = 0, k = N ;

J(k, 1;λ+ δ) =
1 + µh

2 + 3µh

1 + µh

2 + µh
(2µ)−1{Rk−1(2(R+ 3) +R2(R− 3))

+RN−k(4−R)(1 +R) +RN+k−3(1− 4R)(1 +R)

+R2N−k−3(3R− 1− 2R2(3R+ 1))}(1−RN)−1(I − 2− µh

2 + 3µh
RN−2)−1,

J(k,N − 1;λ+ δ) = − 1 + µh

2 + 3µh

1 + µh

2 + µh
(2µ)−1{Rk(R− 4)(R+ 1)

+RN−k−1(−2(R+ 3) +R2(3−R)) +RN+k−3(1− 3R+ 2R2(3R+ 1))

+R2N−k−3(4R− 1)(R+ 1)}(1−RN )−1(I − 2− µh

2 + 3µh
RN−2)−1,

J(k, j;λ+ δ) =
1 + µh

2 + 3µh

1 + µh

2 + µh
(2µ)−1{(R− 1)3(Rj+k−2 +R2N−2−j−k)

+(−1 + 3R+R2(3−R))(RN−k+j−2 +RN+k−j−2) + 2(1− 3R)(R2N−2+j−k

+R2N−2−j+k) + 2R|j−k|(RN − 1) ¡R− 3 +RN−2(−1 + 3R)¢}
×(1−RN)−1(1− 2− µh

2 + 3µh
RN−2)−1
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for 2 ≤ j ≤ N − 2 and 1 ≤ k ≤ N − 1. Here

R = (1 + µh)−1, µ =
1

2

³
h(λ+ δ) +

p
(λ+ δ)(4 + h2(λ+ δ))

´
.

Proof. We see that the problem (3) can be obviously rewritten as the equivalent
nonlocal boundary value problem for the first order linear difference equations

uk−uk−1
h + µuk = zk, 1 ≤ k ≤ N,

u0 = uN , −u2 + 4u1 − 3u0 = uN−2 − 4uN−1 + 3uN ,

−zk+1−zk
h + µzk = (1 + µh)fk, 1 ≤ k ≤ N − 1.

From that there follows the system of recursion formulas
uk = Ruk−1 + hRzk, 1 ≤ k ≤ N,

zk = Rzk−1 + hfk, 1 ≤ k ≤ N − 1.
Hence 

uk = Rku0 +
kP
i=1

Rk−i+1hzi, 1 ≤ k ≤ N,

zk = RN−kzN +
N−1P
j=k

Rj−khfj , 1 ≤ k ≤ N − 1.

From the first formula and the condition uN = u0 it follows that

uN = RNu0 +
NX
i=1

RN−i+1hzi.

Since 1−RN 6= 0, it follows that

uN = u0 =
1

1−RN

NX
i=1

RN−i+1hzi =
1

1−RN

(
hRzN +

NX
i=1

RN−i+1hzi

)

=
1

1−RN


Ã
hR+

NX
i=1

R2N−2i+1h

!
zN +

N−1X
i=1

hRN−i+1
N−1X
j=i

Rj−ihfj


=

1

1−RN


¡
R−R2N+1

¢
1−R2

hzN +
N−1X
j=1

h2
jX

i=1

RN+j−2i+1fj
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=
1

(1−RN )(1−R2)

R(1−R2N )hzN +
N−1X
j=1

h2
£
RN−j+1 −RN+j+1

¤
fj

 ,
and for k, 1 ≤ k ≤ N − 1,

uk =
1

1−RN

(
hRk+1zN +

N−1X
i=1

Rk+N−i+1hzi

)
+

kX
i=1

Rk−i+1hzi

=
Rk

(1−RN )

(R−R2N+1)

1−R2
hzN +

N−1X
j=1

h2
£
RN−j+1 −RN+j+1

¤
fj


+

kX
i=1

RN+k−2i+1hzN +
kX
i=1

N−1X
j=i

h2Rk+j−2i+1fj

=
1

1−R2

h
Rk+1 +RN−k+1

i
hzN

+
1

(1−RN)(1−RN−1)

N−1X
j=1

h2
£
RN−j+1 −RN+j+1

¤
fj

+
kX

j=1

h2
jX

i=1

Rk+j−2i+1fj +
N−1X
j=k+1

h2
kX
i=1

Rk+j−2i+1fj

=
1

1−R2

h
Rk+1 +RN−k+1

i
hzN

+
Rk

(1−RN)(1−RN−1)

N−1X
j=1

h2
£
RN−j+1 −RN+j+1

¤
fj

+
1

1−R2

N−1X
j=1

h2(R|k−j|+1 −Rk+j+1)fj .

Now by using the formulas for uN , u0, uk and the condition

−u2 + 4u1 − 3u0 = uN−2 − 4uN−1 + 3uN
we can write

u0 + uN = 2
R+RN+1

1−R2
hzN
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+
2

(1−RN )(1−R2)

N−1X
j=1

h2
¡
RN−j+1 −RN+j+1

¢
fj ,

u1 + uN−1 =
2

1−R2
(R2 +RN)hzN

+
(R+RN−1)

(1−RN )(1−R2)

N−1X
j=1

h2
¡
RN−j+1 −RN+j+1

¢
fj

+
1

1−R2

N−1X
j=1

h2
³
R|1−j|+1 +R|N−1−j|+1 −R2+j −RN+j

´
fj ,

u2 + uN−2 =
2

1−R2
(R3 +RN−1)hzN

+
(R2 +RN−2)

(1−RN )(1−R2)

N−1X
j=1

h2
¡
RN−j+1 −RN+j+1

¢
fj

+
1

1−R2

N−1X
j=1

h2
³
R|2−j|+1 +R|N−2−j|+1 −Rj+3 −RN−1+j

´
fj

=
2

1−R2
(R3 +RN−1)hzN

+
(R2 +RN−2)

(1−RN )(1−R2)

N−1X
j=1

h2
¡
RN−j+1 −RN+j+1

¢
fj

+
1

1−R2

N−1X
j=1

h2
¡
Rj−1 +RN−1−j −Rj+3 −RN−1+j¢ fj

+
1

1−R2
¡¡
R2 − 1¢ f1h2 + (R2 − 1)fN−1h2¢ .

Since
u2 + uN−2 + 3 (u0 + uN ) = 4(u1 + uN−1),

we have that
2

1−R2
(R3 +RN−1)hzN +

(R2 +RN−2)
(1−RN )(1−R2)

×
N−1X
j=1

h2
¡
RN−j+1 −RN+j+1

¢
fj
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+
1

1−R2

N−1X
j=1

h2
¡
Rj−1 +RN−1−j −Rj+3 −RN−1+j¢ fj

−h2(f1 + fN−1) + 6
R+RN+1

1−R2
hzN

+
6

(1−RN )(1−R2)

N−1X
j=1

h2
¡
RN−j+1 −RN+j+1

¢
fj

=
8

1−R2
(R2 +RN)hzN +

4(R+RN−1)
(1−RN )(1−R2)

×
N−1X
j=1

h2(RN−j+1 −RN+j+1)fj

+
4

1−R2

N−1X
j=1

h2(Rj +RN−j −Rj+2 −RN+j)fj .

Hence from here zN can be found as

zN =
−hR2(−1 +R2)(−1 +RN )(f1 + fN−1)

2(−1 +R)R(−1 +RN )(−3R2 +R3 −RN + 3RN+1)

+

(6R2 − 4R3 +R4 +RN − 4R1+N)
N−1P
j=1

h(RN−j+1 −RN+j+1)fj

2(−1 +R)R(−1 +RN )(−3R2 +R3 −RN + 3RN+1)

−
R2(−1 +RN)

N−1P
j=1

h
¡
Rj−1 +RN−1−j −Rj+3 −RN−1+j¢ fj

2(−1 +R)R(−1 +RN )(−3R2 +R3 −RN + 3RN+1)

−
4R2(−1 +RN)

N−1P
j=1

h(Rj +RN−j −Rj+2 −RN+j)fj

2(−1 +R)R(−1 +RN )(−3R2 +R3 −RN + 3RN+1)

Now using the formulas for zN and u0 = uN we obtain

uN = u0 =
h2(RN +R3)(4R− 1)(f1 + fN−1)

2(R− 1)(−3R2 +R3 −RN + 3RN+1)

−
N−2X
j=2

h2R1−j(R2 − 4R+ 1)(R2j +RN )

2(R− 1)(−3R2 +R3 −RN + 3RN+1)
fj
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=
1 + µh

2 + 3µh

(RN−3 + 1)(4R− 1)
2µ

(I − 2− µh

2 + 3µh
RN−2)−1(f1 + fN−1)

−
N−2X
j=2

1 + µh

2 + 3µh

(R2 − 4R+ 1)(Rj−2 +RN−j−2)
2µ

(I − 2− µh

2 + 3µh
RN−2)−1fjh.

The formula for uk in the case k = 0 and k = N is proved. Now, consider
1 ≤ k ≤ N − 1. We have that

uk =
1

1−R2

h
Rk+1 +RN−k+1

i
hzN

+
Rk

(1−RN)(1−RN−1)

N−1X
j=1

h2
£
RN−j+1 −RN+j+1

¤
fj

+
1

1−R2

N−1X
j=1

h2(R|k−j|+1 −Rk+j+1)fj

= (−h2(−1 +R)(Rk(3R5 − 2R4 −R6 − 6R3 + 12RN+2 −RN+1 + 4RN+3

−4RN+4) +RN−k(RN+1 + 2RN+3 − 4R4 − 3R5 +R6 − 3RN+2 + 6RN+4))f1

+h2(−1 +R)(Rk(3R5 +R4 − 3R6 −RN+1 + 3RN+2 − 2RN+3 − 6RN+4

+6R2N+2) +RN−k(RN+1 − 9RN+2 − 4RN+3 + 2R4 + 6R3 +R6 − 3R5))fN−1)
×(2(R− 1)R(1−R2)

¡−1 +RN
¢
(−3R2 +R3 −RN + 3RN+1))−1

+
N−2X
j=2

h2(R2+j+k(R− 1)(−1 + 3R− 3R2 +R3 + 6RN+1)

−RN+2+j−k(1 + 4R− 4R3 +R4 − 8RN+1 + 6RN+2)−RN+2+k−j(1 + 3R+ 3R2

−6R3 + 3R4 − 8RN+1 + 6RN+2)−R2N+2−j−k(R− 1)4

+R|j−k|(2(R− 1)R2(3R2 −R3 +RN −R2N − 6RN+1 − 3RN+2 +RN+3

+3R2N+1))fj( 2(R− 1)R(1−R2)
¡−1 +RN

¢
(−3R2 +R3 −RN + 3RN+1))−1

=
1 + µh

2 + 3µh

1 + µh

2 + µh
(2µ)−1{Rk−1(2(R+ 3) +R2(R− 3))

+RN−k(4−R)(1 +R) +RN+k−3(1− 4R)(1 +R)
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+R2N−k−3(3R− 1− 2R2(3R+ 1))}(1−RN)−1(I − 2− µh

2 + 3µh
RN−2)−1f1

− 1 + µh

2 + 3µh

1 + µh

2 + µh
(2µ)−1{Rk(R− 4)(R+ 1)

+RN−k−1(−2(R+ 3) +R2(3−R)) +RN+k−3(1− 3R+ 2R2(3R+ 1))

+R2N−k−3(4R− 1)(R+ 1)}(1−RN)−1(I − 2− µh

2 + 3µh
RN−2)−1fN−1

+
1 + µh

2 + 3µh

1 + µh

2 + µh
(2µ)−1

N−2X
j=2

{(R− 1)3(Rj+k−2 +R2N−2−j−k)

+(−1 + 3R+R2(3−R))(RN−k+j−2 +RN+k−j−2) + 2(1− 3R)(R2N−2+j−k

+R2N−2−j+k) + 2R|j−k|(RN − 1) ¡R− 3 +RN−2(−1 + 3R)¢}
×(1−RN)−1(1− 2− µh

2 + 3µh
RN−2)−1 fjh.

Lemma 1 is proved.
The grid function J(k, j;λ + δ) is called the Green’s function of the resolvent

equation (3). Notice that

J(k, j;λ+ δ) = J(j, k;λ+ δ) ≥ 0,
N−1X
j=1

J(k, j;λ+ δ)h =
1

λ+ δ
, 1 ≤ j < k ≤ N.

Thus, we obtain the formula for the resolvent (λI +Ax
h)
−1 in the case λ ≥ 0. In the

same way we can obtain a formula as (4) for the resolvent (λI +Ax
h)
−1 in the case of

complex λ. But we need to obtain that 1+2µh, 2+3µh, 1−RN , and 1− 2−µh
2+3µhR

N−2

are not equal to zero.

3 Positivity of difference operators in Ch

Theorem 1 For all λ, λ ∈ Rϕ = {λ : |arg λ| ≤ ϕ, ϕ ≤ π/2} the resolvent
(λI +Ax

h)
−1 defined by the formula (4) is subject to the bound°°°(λI +Ax

h)
−1
°°°
Ch→Ch

≤M(ϕ, δ)(1 + |λ|)−1,

where M(ϕ, δ) does not depend on h.
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The proof of this theorem is based on the following lemmas:

Lemma 2 [4] If Reλ ≥ 0, then Reµ > 0.

Lemma 3 [4] The following estimate holds

|µ| ≥
p
|λ+ δ|.

Lemma 4 [4] The following estimate holds:

|R| ≤ 1

1 +
p|λ+ δ|h cosϕ < 1,

where |ϕ| < π/2.

Lemma 5 The following inequality holds:¯̄̄̄
2− µh

2 + 3µh

¯̄̄̄
≤ 1,

where h is sufficiently small.

Proof. Let µ = ρeiβ and h be sufficiently small, then µh is also small since

argµ = 2−1 arg(λ+ δ),

µ = ρ(cosβ + i sinβ).

Then
|argµ| = |β| < π/2.

Now ¯̄̄̄
2− ρh(cosβ + i sinβ)

2 + 3ρh(cosβ + i sinβ)

¯̄̄̄
=

p
(2− ρh cosβ)2 + (ρh sinβ)2p
(2 + 3ρh cosβ)2 + (3ρh sinβ)2

=

s
4− 4ρh cosβ + ρ2h2 cos2 β + ρ2h2 sin2 β

4 + 9ρ2h2 cos2 β + 12ρh cosβ + 9ρ2h2 sin2 β

=

s
4− 4ρh cosβ + ρ2h2

4 + 9ρ2h2 + 12ρh cosβ
≤ 1.

Lemma 6 The following estimate holds:¯̄̄̄
1 + µh

2 + 3µh

¯̄̄̄
≤ 1.
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Proof. Let µ = ρeiβ = ρ(cosβ + i sinβ). Then¯̄̄̄
1 + ρh(cosβ + i sinβ)

2 + 3ρh(cosβ + i sinβ)

¯̄̄̄
=

s
(1 + ρh cosβ)2 + (ρh sinβ)2

(2 + 3ρh cosβ)2 + (3ρh sinβ)2

=

s
1 + 2ρh cosβ + ρ2h2

4 + 12ρh cosβ + 9ρ2h2
≤ 1.

Lemma 7 The following inequalities hold:

|(1− 2− µh

2 + 3µh
RN−2)−1| > 0,

|(1−RN)−1| > 0,
where h is sufficiently small.

The proof of this lemma is based on the triangle inequality and on the estimates
of Lemmas 4 and 6.

In the sequel for the proof of strong positivity of the difference operator in Ch

we will need to consider the following nonlocal boundary value problem½ −uk+1−2uk+uk−1
h2

+ (δ + λ)uk = fk, 1 ≤ k ≤ N − 1,
u0 = uN , −u2 + 4u1 − 3u0 = uN−2 − 4uN−1 + 3uN + 2hφ. (5)

Theorem 2 Let λ ∈ Rϕ.Then for the solution of the nonlocal boundary value prob-
lem the following inequality holds:

max
0≤k≤N

|uk| ≤M(δ, ϕ)

µ
1

1 + |λ|
°°°fh°°°

Ch
+M(δ, ϕ)|φ|

¶
,

where M(δ, ϕ) does not depend on f, φ and h.

Proof. Let uk be a solution of the general nonlocal boundary value problem (5)
and wk be a solution of the nonlocal boundary value problem (3) in the case ak = 1.
Then we can write

uk = wk + vk,

where vk is the solution of the following nonlocal boundary value problem½ −vk+1−2vk+vk−1
h2

+ (δ + λ)vk = 0, 1 ≤ k ≤ N − 1, v0 = vN ,
− v2 + 4v1 − 3v0 = vN−2 − 4vN−1 + 3vN + 2hφ.
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Using the formula

vk = − 2
µ

1 + µh

2 + 3µh

(Rk−1 +RN−1−k)φ
(1− 2−µh

2+3µhR
N−2)

, 1 ≤ k ≤ N − 1,

for the solution of vk and by Lemmas 6 and 7, we obtain

max
1≤k≤N−1

|vk| ≤ M(δ, ϕ)

|µ| |φ| .

Theorem 2 is proved.

4 Positivity of the difference operator Ax
h in Ch

Now we will investigate the strong positivity of the difference operator (2) in Ch. In
the sequel we will need the following difference analogue of Nirenberg’s inequality
which was obtained by Sobolevskii and Neginskii [3]:

max
0≤k≤N−1

¯̄̄̄
uk+1 − uk

h

¯̄̄̄
(6)

≤ K

·
α max
1≤k≤N−1

|uk+1 − 2uk + uk−1|
h2

+ α−1 max
0≤k≤N

|uk|
¸
,

where K is a constant, α > 0 is a small number.

We consider the difference operator Ax
h defined by the formula (2). If ak = a =

const, then using the substitution λ+ δ = aλ1 and the results of Section 2, we can
obtain the estimate°°°(λI +Ax

h)
−1
°°°
Ch→Ch

≤M(ϕ, δ)(1 + |λ|)−1

or

max
0≤k≤N

|uk| ≤M(δ, ϕ)

µ
1

1 + |λ| kfkCh + |φ|
¶

and the coercive estimate

max
1≤k≤N−1

|uk+1 − 2uk + uk−1|
h2

≤M (ϕ, δ) max
1≤k≤N−1

|fk| (7)

for the solutions of the difference equation with constant coefficients. HereM (ϕ, δ)
does not depend on h and λ.

Now, let a(x) be a continuous function on [0, 1] = Ω. Similarly to [1], using
the method of frozen coefficients and the coercive estimate for the solutions of the
difference equation with constant coefficients, we obtain the following theorem.
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Theorem 3 Let h be a sufficiently small number. Then for all λ ∈ Rϕ and |λ| ≥
K0(δ, ϕ) > 0 the resolvent (λI +Ax

h)
−1 is subject to the bound°°°(λI +Ax

h)
−1
°°°
Ch→Ch

≤M(ϕ, δ)(1 + |λ|)−1, (8)

where M (ϕ, δ) does not depend on h.

Proof. Given ε > 0, there exists a system {Qj} , j = 1, . . . , r, of intervals
and two half-intervals (containing 0 and 1, respectively) that covers the segment
[0, 1] and such that |a (x1)− a (x2)| < ε, x1, x2 ∈ Qj , because of the compactness
of [0, 1] . For this system we construct a partition of unity, that is, a system of
smooth nonnegative functions ξj (x) (i = 1, . . . , r) with supp ξj (x) ⊂ Qj , ξj(0) =
ξj(1), ξ

0
j(0) = ξ0j(1) and ξ1(x) + · · ·+ ξr(x) = 1 in Ω̄ = [0, 1] .

It is clear that for positivity of the difference operator (2) it suffices to establish
the estimate

max
0≤k≤N

|uk| ≤ M

|λ|+ 1 max
1≤k≤N−1

|fk| (9)

for the solutions of difference equation (3).
Using wk = ξj(xk)uk, we obtain

w0 = wN , − w2 + 4w1 − 3w0 = wN−2 − 4wN−1 + 3wN + φ,

where
φ = −(ξj(2h)− ξj(0))u2 + 4(ξj(h)− ξj(0))u1

−(ξj(1− 2h)− ξj(1))uN−2 + 4(ξj(h)− ξj(1))uN−1

and

(δ + λ)wk − ak
wk+1 − 2wk + wk−1

h2

= ξj(xk)fk − ak

½
ξj(xk)− ξj(xk−1)

h
· uk − uk−1

h

+
ξj(xk+1)− 2ξj(xk) + ξj(xk−1)

h2
uk +

ξj(xk+1)− ξj(xk)

h
· uk+1 − uk

h

¾
.

Then we have the following nonlocal boundary value problem

(δ + λ)wk − aj
wk+1 − 2wk + wk−1

h2
= F j

k , j = 1, . . . , r, (10)

w0 = wN , − w2 + 4w1 − 3w0 = wN−2 − 4wN−1 + 3wN + φ,
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where aj = a(xj) and

F j
k = ξj(xk)fk − ak

½
ξj(xk)− ξj(xk−1)

h
· uk − uk−1

h

+
ξj(xk+1)− 2ξj(xk) + ξj(xk−1)

h2
uk +

ξj(xk+1)− ξj(xk)

h
· uk+1 − uk

h

¾
+
£
ak − aj

¤ wk+1 − 2wk +wk−1
h2

.

Since (10) is a difference equation with constant coefficients, we have the esti-
mates

(1 + |λ|) max
0≤k≤N

|wk| ≤ K(ϕ, δ)

·
max

1≤k≤N−1

¯̄̄
F j
k

¯̄̄
+ (1 + |λ|) |φ|

¸
, λ ∈ Rϕ, (11)

max
1≤k≤N−1

¯̄̄̄
wk+1 − 2wk + wk−1

h2

¯̄̄̄
≤M(ϕ, δ)

·
max

1≤k≤N−1

¯̄̄
F j
k

¯̄̄
+ (1 + |λ|) |φ|

¸
. (12)

Using the definition of Qj and the continuity of a(x) as well as the smoothness
of ξi(x), we obtain

max
1≤k≤N−1

¯̄̄
F j
k

¯̄̄
≤M(ϕ, δ)

·
max

1≤k≤N−1
|fk|+ max

0≤k≤N
|uk|+ max

0≤k≤N−1
|uk+1 − uk|

h

¸

+ε max
1≤k≤N−1

¯̄̄̄
wk+1 − 2wk + wk−1

h2

¯̄̄̄
and

|φ2| ≤M(ϕ, δ)h max
0≤k≤N

|uk| .

Assume that 0 < ε < 1
M(ϕ,δ) , then from the last estimate it follows that

max
1≤k≤N−1

¯̄̄̄
ξj(xk+1)uk+1 − 2ξj(xk)uk + ξj(xk−1)uk−1

h2

¯̄̄̄

≤ M(ϕ, δ)

1− εM(ϕ, δ)

½
max

1≤k≤N−1
|fk|+ max

0≤k≤N
|uk|

+ max
0≤k≤N−1

|uk+1 − uk|
h

+ (1 + |λ|)hφ
¾
,

max
1≤k≤N−1

¯̄̄
F j
k

¯̄̄
≤ M(ϕ, δ)

1− εM(ϕ, δ)

·
max

1≤k≤N−1
|fk|+ max

0≤k≤N
|uk|
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+ max
0≤k≤N−1

|uk+1 − uk|
h

¸
+ (1 + |λ|)h max

0≤k≤N
|uk| .

From this and the estimate (11) it follows that, for any j = 1, . . . , r,

(1 + |λ|) max
0≤k≤N

¯̄
ξj(xk)uk

¯̄
≤ K(ϕ, δ)

M(ϕ, δ)

1− εM(ϕ, δ)

·
max

1≤k≤N−1
|fk|

+ max
0≤k≤N−1

|uk+1 − uk|
h

+ (1 + (1 + |λ|)h) max
0≤k≤N

|uk|
¸
.

With the triangle inequality, we have

max
1≤k≤N−1

¯̄̄̄
uk+1 − 2uk + uk−1

h2

¯̄̄̄
≤ K1(ϕ, δ)

·
max

1≤k≤N−1
|fk| (13)

+ max
0≤k≤N−1

|uk+1 − uk|
h

+ (1 + (1 + |λ|)h) max
0≤k≤N

|uk|
¸
,

(1 + |λ|) max
0≤k≤N

|uk| ≤M1(ϕ, δ)

·
max

1≤k≤N−1
|fk|+ max

0≤k≤N−1
|uk+1 − uk|

h
(14)

+(1 + (1 + |λ|)h) max
0≤k≤N

|uk|
¸
.

Now using the inequality (6) we obtain

F = max
1≤k≤N−1

|fk|+ (1 + (1 + |λ|)h) max
0≤k≤N

|uk|+ max
0≤k≤N−1

|uk+1 − uk|
h

≤ K2(ϕ, δ)

·
max

1≤k≤N−1
|fk|+ α−1 (1 + (1 + |λ|)h) max

0≤k≤N
|uk|

+α max
1≤k≤N−1

¯̄̄̄
uk+1 − 2uk + uk−1

h2

¯̄̄̄¸
.

Hence for small α from the last inequality and the inequality (13) it follows that

F ≤M2(ϕ, δ)

·
α−1 (1 + (1 + |λ|)h) max

0≤k≤N
|uk|+ max

1≤k≤N−1
|fk|

¸
.

Therefore from (14) it follows

(1 + |λ|) max
0≤k≤N

|uk| ≤M2(ϕ, δ)

·
α−1 (1 + (1 + |λ|)h) max

0≤k≤N
|uk|+ max

1≤k≤N−1
|fk|

¸
.

Hence for all λ,

|λ| > M2(ϕ, δ)

2α−M2(ϕ, δ)h
− 1 = K0 (ϕ, δ) ,

we have the estimate (9). Theorem 3 is proved.
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5 Structure of the fractional spaces and positivity of
difference operators in Cα

h

The operator Ax
h commutes with its resolvent (λ+Ax

h)
−1. Therefore, by Theorem

3 we obtain that the operator Ax
h is positive in the fractional spaces Eα(Ch, A

x
h)

generated by the difference operator Ax
h. Recall that Eα(Ch, A

x
h) is the set of all

grid functions uh for which the following norm°°°uh°°°
Eα(Ch,A

x
h)
= sup

λ>0
λα
°°°Ax

h(λ+Ax
h)
−1uh

°°°
Ch
+
°°°uh°°°

Ch

is finite. Since for fixed h the operators Ax
h are bounded, this norm is finite for all

grid functions.
Let Cβ

h (0 ≤ β ≤ 1) denote the Banach space of all grid functions fh = {fk}N−11

with f1 = fN−1 equipped with the norm°°°fh°°°
Cβ
h

= max
1≤k<k+j≤N−1

|fk − fk+j |
(jτ)β

+
°°°uh°°°

Ch
.

The main result of this paper is the following theorem on the structure of the
fractional spaces Eα(Ch, A

x
h).

Theorem 4 For 0 < α < 1/2 the norms of the spaces Eα(Ch, A
x
h) and C2αh are

equivalent uniformly in h, 0 < h < h0.

The results of Theorems 3 and 4 permit us to obtain the positivity in C2αh norms
of the operators Ax

h.

Theorem 5 Let h be sufficiently small number.Then for all λ ∈ Rϕ, |λ| ≥ K0 (δ, ϕ) >
0 and 0 < α < 1/2 the resolvent (λ+Ax

h)
−1 is subject to the bound°°°(λ+Ax

h)
−1
°°°
C2αh →C2αh

≤ M(ϕ, δ)

α(1− 2α)(1 + |λ|)
−1, (15)

where M(ϕ, δ) does not depend on h and α.

The proof of Theorem 4 relies on certain properties of Green’s function J(k, j;λ+
δ) of the resolvent equation (3). In the case a(x) ≡ a2 we have that

(Ax
h + λ)−1fh =


N−1X
j=1

J(k, j;λ+ δ)fjh1


N

0

, (16)
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where
J(k, 1;λ+ δ) = J(k,N − 1;λ+ δ)

=
1 + µh1
2 + 3µh1

(RN−3 + 1)(4R− 1)
2µ

(I − 2− µh1
2 + 3µh1

RN−2)−1

for k = 0 and k = N ;

J(k, j;λ+ δ) = − 1 + µh1
2 + 3µh1

(R2 − 4R+ 1)(Rj−2 +RN−j−2)
2µ

(I − 2− µh1
2 + 3µh1

RN−2)−1

for 2 ≤ j ≤ N − 2 and k = 0, k = N ;

J(k, 1;λ+ δ) =
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{Rk−1(2(R+ 3) +R2(R− 3))

+RN−k(4−R)(1 +R) +RN+k−3(1− 4R)(1 +R)

+R2N−k−3(3R− 1− 2R2(3R+ 1))}(1−RN )−1(I − 2− µh1
2 + 3µh1

RN−2)−1,

J(k,N − 1;λ+ δ) = − 1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{Rk(R− 4)(R+ 1)

+RN−k−1(−2(R+ 3) +R2(3−R)) +RN+k−3(1− 3R+ 2R2(3R+ 1))

+R2N−k−3(4R− 1)(R+ 1)}(1−RN)−1(I − 2− µh1
2 + 3µh1

RN−2)−1,

J(k, j;λ+ δ) =
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{(R− 1)3(Rj+k−2 +R2N−2−j−k)

+(−1 + 3R+R2(3−R))(RN−k+j−2 +RN+k−j−2) + 2(1− 3R)(R2N−2+j−k

+R2N−2−j+k) + 2R|j−k|(RN − 1) ¡R− 3 +RN−2(−1 + 3R)¢}
×(1−RN )−1(1− 2− µh1

2 + 3µh1
RN−2)−1

for 2 ≤ j ≤ N − 2 and 1 ≤ k ≤ N − 1. Here

R = (1 + µh1)
−1, h1 = a−1h,

µ =
1

2

µ
h1(λ+ δ) +

q
(λ+ δ)(4 + h21(λ+ δ))

¶
.
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A direct consequence of the last formulas is

N−1X
j=1

J(k, j;λ+ δ)h1 =
1

λ+ δ
. (17)

Now, we will give the proof of Theorem 4. First we consider the case a(x) = a2.
Let a > 0. For any λ > 0 we have the obvious identity

Ax
h(λ+Ax

h)
−1fh = λ

·
1

λ+ δ
− (λ+Ax

h)
−1
¸
fh +

δ

λ+ δ
fh. (18)

By formulas (16), (17) and the identity (18) we can write

{Ax
h (λ+Ax

h)
−1 fh}k = λ

N−1X
j=1

J(k, j;λ+ δ) [fm − fj ]h1 +
δ

λ+ δ
fm. (19)

Let k = 0. Then using (19) for m = 1, we obtain

{Ax
h (λ+Ax

h)
−1 fh}0 = λ

N−1X
j=1

J(0, j;λ+ δ) [f1 − fj ]h1 +
δ

λ+ δ
f1

= −λ
N−2X
j=2

1 + µh1
2 + 3µh1

(R2−4R+1)(Rj−2+RN−j−2)
2µ

(I− 2−µh1
2 + 3µh1

RN−2)−1 [f1−fj ]h1

+λ
1 + µh1
2 + 3µh1

(RN−3 + 1)(4R− 1)
2µ

(I − 2− µh1
2 + 3µh1

RN−2)−1 [f1 − fN−1]h1 +
δ

λ+ δ
f1

= −λ
N−3X
j=3

1 + µh1
2 + 3µh1

(R2 − 4R+ 1)Rj−2

2µ
(I − 2− µh1

2 + 3µh1
RN−2)−1 [f1 − fj ]h1

= −λ
N−3X
j=3

1 + µh1
2 + 3µh1

(R2 − 4R+ 1)RN−j−2

2µ
(I − 2− µh1

2 + 3µh1
RN−2)−1 [fN−1 − fj ]h1

−λ 1 + µh1
2 + 3µh1

(R2 − 4R+ 1)(1 +RN−4)
2µ

(I − 2− µh1
2 + 3µh1

RN−2)−1 [f1 − f2]h1

−λ 1+µh1
2+3µh1

(R2−4R+1)(RN−4+1)
2µ

(I− 2−µh1
2 + 3µh1

RN−2)−1 [fN−1−fN−2]h1+ δ

λ+δ
f1.
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We have that

λα
¯̄̄
{Ax

h (λ+Ax
h)
−1 fh}0

¯̄̄
≤M [λ1+α

N−3X
j=3

1

(1+
√
|λ+δ|h1 cosϕ)j−2
|µ| |f1 − fj |h1

+λ1+α
N−3X
j=3

1

(1+
√
|λ+δ|h1 cosϕ)N−j−2

|µ| |fN−1 − fj |h1

+λ1+α
1

|µ| |f1 − f2|h1 + λ1+α
1

|µ| |fN−1 − fN−2|h1 + λαδ

λ+ δ
|f1|]

≤M(ϕ, δ)[
N−3X
j=3

1

((j − 2)h1) 12+α
((j − 1)h1)2αh1

+λ1+α
1√
λ+ δ

h1+2α1 + 1]
°°°fh°°°

C2αh

≤M1(ϕ, δ)
°°°fh°°°

C2αh

.

Thus,

λα
¯̄̄
{Ax

h (λ+Ax
h)
−1 fh}0

¯̄̄
≤M1(ϕ, δ)

°°°fh°°°
C2αh

. (20)

The proof of the estimate

λα
¯̄̄
{Ax

h (λ+Ax
h)
−1 fh}N

¯̄̄
≤M1(ϕ, δ)

°°°fh°°°
C2αh

follows the scheme of the proof of the estimate (20) and is based on the formula
(19) for m = N − 1. Let 1 ≤ k ≤ N − 1. Then using (19) for m = k, we obtain

{Ax
h (λ+Ax

h)
−1 fh}k = λ

N−1X
j=1

J(k, j;λ+ δ) [fk − fj ]h1 +
δ

λ+ δ
fk

= λ
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{Rk−1(2(R+ 3) +R2(R− 3))

+RN+k−3(1− 4R)(1 +R)}(1−RN)−1(I − 2− µh1
2 + 3µh1

RN−2)−1 [fk − f1]h1

+λ
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{+RN−k(4−R)(1 +R)

+R2N−k−3(3R−1−2R2(3R+1))}(1−RN)−1(I− 2− µh1
2 + 3µh1

RN−2)−1 [fk − fN−1]h1
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−λ 1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{+RN−k−1(−2(R+ 3) +R2(3−R))

+R2N−k−3(4R− 1)(R+ 1)}(1−RN )−1(I − 2− µh1
2 + 3µh1

RN−2)−1 [fk − fN−1]h1

−λ 1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1{Rk(R− 4)(R+ 1)

+RN+k−3(1− 3R+ 2R2(3R+ 1))}(1−RN )−1(I − 2− µh1
2 + 3µh1

RN−2)−1 [fk − f1]h1

+
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1λ
N−2X
j=2

{(R− 1)3Rj+k−2

+(−1 + 3R+R2(3−R))RN−k+j−2 + 2(1− 3R)R2N−2+j−k}

×(1−RN )−1(1− 2− µh1
2 + 3µh1

RN−2)−1 [f1 − fj ]h1

+
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1λ
N−2X
j=2

{(R− 1)3Rj+k−2

+(−1 + 3R+R2(3−R))RN−k+j−2 + 2(1− 3R)R2N−2+j−k}

×(1−RN )−1(1− 2− µh1
2 + 3µh1

RN−2)−1 [fk − f1]h1

+
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1λ
N−2X
j=2

{(R− 1)3R2N−2−j−k

+(−1 + 3R+R2(3−R))RN+k−j−2 + 2(1− 3R)(R2N−2−j+k

×(1−RN )−1(1− 2− µh1
2 + 3µh1

RN−2)−1 [fN−1 − fj ]h1

+
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1λ
N−2X
j=2

{(R− 1)3R2N−2−j−k

+(−1 + 3R+R2(3−R))RN+k−j−2 + 2(1− 3R)(R2N−2−j+k

×(1−RN )−1(1− 2− µh1
2 + 3µh1

RN−2)−1 [fk − fN−1]h1

+
1 + µh1
2 + 3µh1

1 + µh1
2 + µh1

(2µ)−1λ
N−2X
j=2

2R|j−k|(RN − 1) ¡R− 3 +RN−2(−1 + 3R)¢
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×(1−RN )−1(1− 2− µh1
2 + 3µh1

RN−2)−1 [fk − fj ]h1 +
δ

λ+ δ
fk.

The proof of the estimate

λα
¯̄̄
{Ax

h (λ+Ax
h)
−1 fh}k

¯̄̄
≤M1(ϕ, δ)

°°°fh°°°
C2αh

follows the scheme of the proof of the estimate (20) and is based on the last formula.
Thus, for any λ ≥ 0 and k = 0, . . . , N we establish the validity of the inequality¯̄̄

λα{Ax
h (λ+Ax

h)
−1 fh}k

¯̄̄
≤M2(ϕ, δ)

°°°fh°°°
C2αh

.

This means that °°°fh°°°
Eα(Ch,Ax

h)
≤M2(ϕ, δ)

°°°fh°°°
C2αh

.

Now let us prove the opposite inequality. For any positive operator Ax
h we can write

v =

∞Z
0

N−1X
j=1

J (k, j; t+ δ)Ax
h (t+Ax

h)
−1 fjh1 dt.

Consequently,

fk − fk+r =

∞Z
0

N−1X
j=1

t−α [J (k, j; t+ δ)− J (k + r, j; t+ δ)] tαAx
h (t+Ax

h)
−1 fjh1 dt,

whence

|fk − fk+r| ≤
∞Z
0

t−α
N−1X
j=1

|J (k, j; t+ δ)− J (k + r, j; t+ δ)|h1 dt
°°°fh°°°

Eα(Ch,Axh)
.

Let

Th = |rh1|−2α
∞Z
0

t−α
N−1X
j=1

|J (k, j; t+ δ)− J (k + r, j; t+ δ)|h1 dt.

The proof of the estimate

|fk − fk+r|
|rh1|2a

≤ Th

°°°fh°°°
Eα(Ch,Axh)



134 A. Ashyralyev and N. Yenial-Altay

follows the scheme of the paper [2] and is based on the Lemmas 2, 3, 4 and 5. Thus,
for any 1 ≤ k < k + r ≤ N − 1 we have established the inequality

|fk − fk+r|
|rh1|2α

≤ M

α (1− 2α)
°°°fh°°°

Eα(Ch,A
x
h)
.

This means that the following inequality holds:°°°fh°°°
C2αh

≤ M

α (1− 2α)
°°°fh°°°

Eα(ChA
x
h)
.

Theorem 2 in the case a(x) = a2 is proved. Now, let a(x) be a continuous function
and let x, x0 ∈ [0, 1] be arbitrary fixed points. It is easy to show that¯̄¡

Ax
h −Ax0

h

¢
(Ax0

h )
−1¯̄ ≤M.

Therefore, using the formula

Ax
h(A

x
h + λ)−1fh = Ax0

h

¡
Ax0
h + λ

¢−1
fh

+λ (λ+Ax
h)
−1 £Ax

h −Ax0
h

¤ ¡
Ax0
h

¢−1
Ax0
h

¡
Ax0
h + λ

¢−1
fh,

we derive ¯̄̄
λαAx

h(A
x
h + λ)−1fh

¯̄̄
≤
°°°fh°°°

Eα(Ch,A
x0
h )

+Mλ
°°°(λ+Ax

h)
−1
°°°
Ch→Ch

°°°fh°°°
Eα(Ch,A

x0
h )
≤M1

°°°fh°°°
Eα(Ch,A

x0
h )

.

From that it follows °°°°°°°fh°°°Eα(Ch,Ax0h )

°°°° ≤M1

°°°fh°°°
Eα(Ch,A

x0
h )

.

Theorem 4 is proved.
The results of this paper and the abstract results of papers [6, 7, 8, 9] permit

us to investigate the well-posedness of the nonlocal boundary-value problems for
elliptic differential and difference equations in the Banach spaces.
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