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Abstract

The following generalization of Hardy�s inequality is due to I� Klemes 
�� ������

�There is a constant c � � such that for any function f � L�T��

�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

� ckfk� � c
�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

�	

The proof was based on an elegant construction� L� Pigno and B� Smith 
����� of a

certain bounded function whose Fourier coe�cients have desired properties�

The chief object of this thesis is to record another proof of the above result by

using the construction that was originally used to prove the Littlewood conjecture 
���

In addition� a proof is given that the same generalization is equivalent to another one

involving the norm of the Besov space B
����

� � �
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R�esum�e

La g�en�eralisation de l�in�egalit�e de Hardy obtenue par I� Klemes 
�� ������ est donn�ee

par

�Il existe une constante c � � telle que pour toute fonction f � L�T��

�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

� ckfk� � c
�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

�	

La d�emonstration de ce r�esultat repose sur l��el�egante construction�  L� Pigno et B�

Smith 
����� d�une certaine fonction born�ee dont les coe�cients de Fourier ont des

propriet�es d�esir�ees�

L�objectif de cette th�ese est de donner une autre d�emonstration du pr�ec�edent

r�esultat utilisant cette fois une construction intervenant dans la d�emonstration de la

conjecture de Littlewood 
��� De plus� une �equivalence entre l�in�egalit�e ci�dessus et une

in�egalit�e impliquant la norme de l�espace B
����

� � de Besov est donn�ee�
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Introduction

In ����� G� H� Hardy proved in 
�� that there is a constant c � � such that for any

function f � H�T��
�X
n��

j �fn�j
n

� ckfk��

Hardy�s inequality� however� is not true for all functions f � L�T�� A simple counter

example of that is the Fej�er kernel� In view of the foregoing� many mathematicians are

trying to generalize it for the whole space L�T�� For instance� I� Klemes in 
��� where

he was referring to 
����� remarked that the following generalization is a well�known

open problem�

�X
n��

j �fn�j
n

� ckfk� �
�X
n��

j �f�n�j
n

� f � L�T�� ����

To the best of our knowledge� this is still an unsolved conjecture� at the time of writing�

On the other hand� many mathematicians succeeded to generalize the inequality

in other ways� As a good example� in ����� the Littlewood conjecture� concerning

the L��norm of exponential sums� was proved in 
�� as a consequence of a special

generalization of Hardy�s inequality� The proof of that generalization was based on a

very clever construction of certain bounded functions with desired Fourier coe�cients�

Two years later� J� J� F� Fournier 
�� gave three other constructions that play the same

role as the one given in 
���

In ����� I� Klemes 
�� proved� by using one of those constructions� what we call

here the mixed�norm generalization of Hardy�s inequality� It says� �There is a constant

�V� Peller and S� Khrushchev in ���� x���� is an earlier reference to this conjecture�

�



Introduction �

c � � such that for any function f � L�T��

�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

� ckfk� � c
�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

�	

He also remarked that� with some modi�cations� the other three constructions includ�

ing the one in 
��� would also work there�

In chapter � of this thesis� we have �re�proved	 the mixed�norm generalization of

Hardy�s inequality by using the construction established in 
��� after some modi�cations

of course� There� we have proved also that the same generalization is equivalent to

another one involving the norm of the Besov space B
����

� � � Then� we have found that

there is a similarity between the mixed�norm generalization of Hardy�s inequality and

a theorem due to V� Peller and S� Khrushchev 
��� in the reconstruction problem on

Besov spaces in case p � � only��

Chapter � contains a brief survey of two famous generalizations of Hardy�s inequality

that are �related	 to the thesis� subject� one of them has been already mentioned in

this introduction� In addition� we have stated the construction used in 
�� and the

other three constructions given in 
��� for the sake of completeness�

Chapter � is devoted to recall and explain shortly some of the basic facts and the

preliminaries that we have used in this thesis�

We should note here that throughout this thesis all the variables and indices are

assumed to be integers unless otherwise stated�
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R The set of real numbers�
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N The set of positive integers�

C The set of complex numbers�

T The unit circle�

� The empty set�

Rez The real part of z�
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Chapter �

Preliminaries

Many basic facts and well�known concepts are used throughout this thesis� As a prepa�

ration� we explain them brie�y in this chapter� Proofs and more detailed accounts of

these facts can be found in 
��� 
��� or 
���

Terminologies

As usual� let T � R���Z be the unit circle� The functions on T are identi�ed with

the ���periodic functions on R� hence� the Lebesgue measure on T can be de�ned by

means of this identi�cation�

The most important property of the Lebesgue measure on T is its translation in�

variance� i�e� Z
T

ft� �� dt �

Z
T

ft� dt� � � T�

Also the Lebesgue measure on T is a �nite measure with total mass equal to ���

Lp�spaces on T�

For � � p ��� and function f on T� set

kfkp �
�

�

��

Z
T

jft�jp dt
���p

�

�
�

��

Z ��

�

jfx�jp dx
���p

�

�
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The Lp�space on T� denoted by LpT�� is the set of all complex�valued functions f on

T such that kfkp ��� Furthermore� the L�T� is de�ned to be the set of all bounded

complex�valued functions on T with the norm

kfk� � sup
t�T

jft�j�

It is well�known that LpT�� � � p � �� with the norm de�ned above� is a Banach

space in which the functions are identi�ed with almost every where equivalence� We

should also mention that L�T� 	 L�T�� which follows from the Cauchy�Schwarz

inequality� and that the Lebesgue measure on T is �nite�

Trigonometric Polynomials�

A trigonometric polynomial on T is a �nite sum of the form

ft� �
NX

n��N

ane
int� t � T�

where an � C � Notice that the trigonometric polynomials are bounded functions�

consequently� they are in LpT�� � � p � ��

Convolutions�

If f� g � L�T�� then the convolution of f and g� denoted by f � g� is de�ned by

f � g �� � �

��

Z
T

f� � t�gt� dt� � � T�

The convolution operation in L�T� is closed� commutative� associative and distributive

w�r�t� the addition��

Kernels�

A summability kernel on T is a sequence fPNg of continuous functions on T such that�

�� �
��

R
T

PNt� dt � � � N �
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�� kPNk� � � � N � for some constant ��

�� for all � � 	 � ��

lim
N��

Z ����

�

jPNt�j dt � ��

If f � L�T�� and kn is a kernel� then kn � f �

n

f in the L��norm�

As far as we are concerned in this thesis� the best servant and the most useful kernel

is the Fej�er�s kernel fKNg�� � which are trigonometric polynomials de�ned by

KN t� �
NX

n��N

�
�� jnj

N � �

�
eint� t � T�

An important property of the Fej�er kernel is that KN � � � N � �� and hence�

kKNk� � � � N � ��

Fourier Series on T

For any f � L�T�� the Fourier coe�cient of f at n � Z is de�ned by the formula

�fn� �
�

��

Z
T

ft�e�int dt�

Notice now that for N � �� � � �KNn� �
�
�� jnj

N��

�
� �� �N � n � N � and

�KN n� � � elsewhere�

The set of all functions f � LpT� such that �fn� � � � n � � is the Hardy space

HpT��

The Fourier series of f � L�T� is the trigonometric series ft� �
�P

n���

�fn�eint�

The Riesz projections P� and P�� of f � L�T� are de�ned by

P�f�t� �
X
n��

�fn�eint� and P�f�t� �
X
n��

�fn�eint� t � T�

Next we state some remarkable properties of Fourier coe�cients�

Proposition �
�
 Let f� g � L�T�� and n � Z� then
�� �f � g�n� � �fn� � �gn��
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	� For 
 � C � c
f�n� � 
 �fn��


� If �ft� � ft�� then b�f n� � �f�n�� In particular� if f � L�T� is a real�

valued function� then �fn� � �f�n��
�� If m � Z� and ht� � ft�eimt� then �hn� � �fn�m��

�� �f � g�n� � �fn� �gn��

For a proof of the following theorems see 
�� p� ��� or 
��� p� ����

Theorem �
�
 If f � L�T�� then the Fourier series of f converges to f in the

L��norm�

Theorem �
� �Riesz�Fischer�
 If fcng is a sequence of complex numbers such that

�X
n���

jcnj� ���

i�e� fcng � ��Z��� then there exists an f � L�T� such that �fn� � cn � n � Z�

Theorem �
� �Parseval�
 If f� g � L�T�� then

�

��

Z
T

ft� gt� dt �
�X

n���

�fn��gn��

in particular�

kfk� �
�

�X
n���

j �fn�j�
����

� k �fk���Z��

Conventions�

 It is worth�noting that throughout this thesis and for convenience�� we are going

to use kfk���J � instead of k �fk���J �� whenever J is a set of integers� that is�

kfk���J � �

�X
n�J

j �fn�j�
����

�

�Recall that fcng � ���Z	 �� kcnk���Z� 


�
�P

n���
jcnj

�

����

���
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 If n and m are integers� then we let 
n�m� to be the set of all integers k such that

n � k � m� Similarly� 
n�m�� n�m� and n�m��

 For f � L�T�� the spectrum of f � denoted by specf�� is de�ned by

specf� � fn � Z � �fn� �� �g�

The next lemma contains some well�known facts about the spectrum of f � The �fth

fact in this lemma is already stated in 
�� p� ����� but without a proof� and since we

are going to use it later to prove the main result of this thesis� we record its proof now�

Lemma �
�
 Let f� g � L�T�� then

�� spec
f� � specf�� 
 � C � 
 �� ��

	� specf � g� 	 specf� � specg��


� specf � g� � specf� � specg��

�� specf g� 	 specf� � specg��

�� If specf� 	 ��� ��� and Ref � L�T�� then spec
	
ef

 	 ��� ���

Proof 
 Remembering Proposition ���� ��� �� and �� become obvious�

�� The strategy of the proof here is to �nd a sequence of functions fPMg such that

bPMn��

M

cfg�n� � n�

and specPM � 	 specf� � specg� � M � So if n � Z� and n �� specg� � specf��

then n �� specPM� � M � Consequently�  bPM�n� � � � M � which implies that

cfg�n� � �� i�e� n �� specfg�� We do that as follows�

First� by Proposition ��� ��� if m � Z� we have

n � specgt�eimt� �� �gn�m� �� �

�� n�m � specg�

�� n � n�m �m � specg� � fmg�

hence� specgt�eimt� � specg� � fmg�



Preliminaries ��

Next� let

SMt� �
MX

m��M

�fm�eimt� M � �� t � T�

Then� by the above result and �� and �� in this lemma� we get for M � ��

specSM g� � spec

�
MX

m��M

gt� �fm�eimt

�

	 M�
m��M

spec
�
gt� �fm�eimt

�
�

M�
m��M

m�spec�f�

spec
�
gt� �fm�eimt

�
�

M�
m��M

m�spec�f�

spec
	
gt�eimt



�

M�
m��M

m�spec�f�

specg� � fmg

� specg� �
M�

m��M

m�spec�f�

fmg

	 specg� �
��

m���
m�spec�f�

fmg

� specg� � specf��

Now� by Ineq
 	 on page ���� the Cauchy�Schwarz inequality and Theorem ��������SM g�n�� cfg�n���� � kSM g � fgk� � kSM � fk� kgk��

M

��

So� by letting PM � SM g� the proof of �� is done�

�� Consider KN � f� N � �� where KN is the Fej�er kernel of order N � First� note that

ReKN � f� � Re KN � Ref � iImf��

� Re KN �Ref � iKN � Imf�

� KN �Ref�

because KN are real�valued functions� in fact� they are � ��
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Now� since Ref � L�T�� then for N � �� and t � T�

ReKN � f� �� � KN �Ref �� � �

��

Z
T

KN� � t�Reft� dt

���

� �

��

Z
T

KN� � t�kRefk� dt

� kRefk� ���

where we have used in �� the fact that KN � � � N � ��

Consequently� since the exponential function is an increasing one���eKN�f
�� � eRe�KN�f� � eKN�Ref � ekRefk� �� � N � �� ����

Now since f � L�T� 	 L�T�� then KN �f �

N

f in the L��norm� and hence there

exists a subsequence fKN�
� fg�

���
such that

KN�
� f t��


�
ft� a�e T��

Thence�

eKN�
�f �t��


�
ef�t� a�e T��

Therefore� by ���� and the dominated convergence theorem� we obtain that��eKN�
�f � ef

��
�
�

�

��

But since for n � Z� ��� �	eKN�
�f


n��def �n���� � ��eKN�

�f � ef
��
�
�

then we have

�	eKN�
�f


n��


�

def �n� � n � Z�

Following the same idea as in ��� we need now only to show that

spec
	
eKN�

�f

 	 ��� �� � � � ��

To see that �x N � � and write cn � �KNn� �fn�� for convenience� Since

specf� 	 ��� ��� then

KN � f t� �
�X

n��N

cne
int� t � T�
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From �� in this lemma� we have for all N � ��

spec
	
eKN�f �t�



� spec

�
�Y

n��N

ecne
int

�

	
�X

n��N

spec
�
ecne

int
�
� t � T� ����

Now �x n � 
�N� ��� and de�ne for M � ��

HMt� �
MX
m��

cne
int�

m

m!
�

MX
m��

cmn e
inmt

m!
� t � T�

Then� by �� and �� in this lemma and bearing in mind that n � 
�N� ��� we have for

all M � ��

specHM� 	 M�
m��

spec

�
cmn e

inmt

m!

�
	 M�

m��
spec

	
einmt



�

M�
m��

fnmg 	 
nM� �� 	 ��� ��� ����

But since � � �KNn� � �� then jcnj � j �fn�j� hence���HMt�� ecne
int
��� �

�����
�X

m�M��

cne
int�

m

m!

�����
�

�X
m�M��

j �fn�jm
m!

� t � T�

Therefore� ���HMt�� ecne
int
���
�
�

�X
m�M��

j �fn�jm
m!

�

M

��

which yields that for all k � Z���� bHMk�� �	ecneint
k���� �
���HMt�� ecne

int
���
�

�
���HMt�� ecne

int
���
�
�

M

��

Using the strategy in ��� we get the following� If k �� ��� ��� then ���� yields

that k �� specHM� � M � �� and hence� by the last result� k �� spec
�
ecne

int
�
�

Therefore� spec
�
ecne

int
�
	 ��� ���
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Since n � 
�N� �� is arbitrary� then spec
�
ecne

int
�
	 ��� �� � n � 
�N� ���

Substitute back in ����� we obtain

spec
	
eKN�f


 	 ��� �� � N � ��

By this we have proved more than enough� Q �E �D �

Besov Spaces

Next we turn our attention to the de�nition of the Besov spaces� which play an essential

role in reformulating the main result of this thesis� The following description of the

Besov spaces is mentioned in the introduction of 
�����

The de�nition involves convolutions with special kernelsWn� n � Z� and so we need

�rst to describe them� For n � �� Wn is de�ned to be a trigonometric polynomial such

that cWn is a linear function on the intervals 
�n��� �n� and 
�n� �n���� cWn�
n� � ��

and cWn � � outside �n��� �n���� From that� Wn � W�n for all n � �� and �nally�

W�t� � e�it � � � eit� t � T�
To be more precise� take for n � ��

cWnk� �

������
�K�n�����

n � k� � k��n��

�n��
� k � 
�n��� �n�

�K�n���
n � k� � �n���k

�n
� k � 
�n� �n���

�� otherwise

� ����

let Wn � W�n for n � �� and W�t� � e�it � � � eit� t � T�
Then� we record the following properties of Wn�

Proposition �
�


�� � � cWnk� � �� n� k � Z�
	� cWnk� � cWnk� � cW�n�k�� n� k � ��


� cWnk� �cWn��k� � �� n � �� and k � 
�n��� �n��

�For other equivalent de�nitions and abstract results about the Besov spaces� see J� Peetre� New

thoughts on Besov spaces� �Duke Univ� Math� Ser� �	� Duke Univ�� Durham� N�C�� ����
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�� cWnk� �cWn��k� � �� n � �� and k � 
���n����n����
�� For n � �� and k � 
�n��� �n��hcWnk�

i�
�
hcWn��k�

i�
� �

�
�

Proof 
 The �rst four properties are easy to prove�

�� Fix n � � and k � 
�n��� �n�� Let a � cWnk� and b � cWn��k�� Then �by ���

a � b � �� If one of them is equal to zero or a � b � �
�
� then we are done� so we may

assume that � � a � �
�
� b � �� Now� since a � b � �

�
� �

�
� then a � �

�
� �

�
� b�

Since a � b� then aa � �
�
� � b�

�
� b�� hence a� � �

�
a � �

�
b � b�� and therefore�

a� � b� � �
�
a� b� � �

�
� Q �E �D �

Denition �
�
 For p � �� q � � and s � R� the Besov space Bs
p q is de�ned to be

the set of all functions f � LpT� such that

kfkBs
p q

��

�X
n�Z

	
�jnjskWn � fkp


q���q

���

It should be noted here that in the last chapter of this thesis� where we make use

of the Besov space B
����

� � � we will be referring to this important section�

Useful Inequalities

Although we have already used some of them in this chapter� we �nd it more helpful

to state some of the well�known inequalities that we are going to use later in the proof

of many results in this thesis� The �rst four inequalities are proved� and references�

where proofs can be found� are given for the others�

Ineq
 �
 If a and b are non�negative real numbers� then

p
a � b � p

a�
p
b �

p
�
p
a� b�
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Proof 
 Just notice that for a� b � ��

�
p
ab � 

p
a�

p
b�� � �

p
ab � a� b�

consequently�

a� b � 
p
a�

p
b�� � a� b � �

p
ab � �a� b��

Q �E �D �

Ineq
 �
 Let x be any real number such that � � x � �
�
� then

ln�� x� � ��x�

Proof 
 This is easy� In fact� if � � x � �
�
� then

� ln�� x� �
�X
k��

xk

k
� x �

x�

�

�X
k��

�xk

k � �

� x �
x

�

�X
k��

xk

� x �
x

�
� �

�� x

� x �
x

�
� � � �x�

Another proof can be given by using the mean value theorem� Q �E �D �

Ineq
 �
 For all z � C with Rez � ��

je�z � �j � jzj�

Proof 
 First the inequality is trivial if z � �� so assume that z �� �� Consider the

function fz� � e�z��
z

� z �� �� Note that fz� is bounded on Rez � �� Indeed�

fz� �
�X
k��

���kzk��
k!

� and lim
jzj��

fz� � ��

Hence� the maximum modulus theorem applies on Rez � �� But if z � iy� then

jeiy � �j � jeiy�� � e�iy��j � �j siny���j � �jy��j � jyj � jiyj�
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Therefore� on Rez � ��
jez � �j
jzj � sup

y�R

jeiy � �j
jiyj � ��

Q �E �D �

Ineq
 	
 If f � L�T�� then for all n � Z�

j �fn�j � kfk��

moreover� if f is also bounded� then

j �fn�j � kfk� � kfk��

Proof 
 Just consider this

j �fn�j � �

��

Z
T

jft�j jeintj dt

�
�

��

Z
T

jft�j dt � kfk�

� �

��

Z
T

kfk� dt � kfk��

Q �E �D �

Ineq
 � �Cauchy�Schwarz�
 If f� g � L�T�� then

kf gk� � kfk� kgk��

Proof 
 See 
��� p� ����

Ineq
 �
 If f� g � L�T��

kf � gk� � kfk� kgk��

Proof 
 See 
�� p� ���

Ineq
 � �Young�
 If f � L�T� and g � LpT�� � � p � �� then

kf � gkp � kfk� kgkp�

Proof 
 See 
�� p� �����
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Generalizations of Hardy�s

Inequality

An inequality of G� H� Hardy and J� E� Littlewood 
��� ����� states that if � � p � ��

f � LpT�� and if

j"�f ��j� j"�f ��j� j"�f ���j� j"�f ��j� j"�f ���j� � � �

is the sequence of j �fn�j arranged in descending order of magnitude� then there is a

constant ap � � depending on p such that�X
n�Z

j"�f n�j
jnj� ��p��

���p

� ap kfkp�

It is reported also in the same paper that the inequality is not true for p � �� However�

as we mentioned in the introduction� Hardy�s inequality 
��� ����� states that there is

a constant c � � such that for all f � H�T� � ff � L�T� � P�f � �g�
�X
n��

j �fn�j
n

� ckfk�� ����

and it is well�known that this inequality is not valid for all f � L�T��

This chapter is devoted to expose brie�y two well�known generalizations of Hardy�s

inequality that are �related	 to the mixed�norm generalization Theorem ���� p� ���� The

��
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two generalizations were actually stated in terms of �nite complex Borel measures on

T� but in order to serve the thesis� subject� we �restate	 them for functions f � L�T��

The generalized Hardy�s inequality of

McGehee� Pigno and Smith

The truth of the well�known Littlewood conjecture� concerning the L��norm of expo�

nential sums� was established in ���� by the team of O� C� McGehee� L� Pigno and B�

Smith 
�� as a special case of the following generalization of Hardy�s inequality��

Theorem �
�
 There is a real number c � � such that given any set of integers

S � fn�� n�� � � �g 	 Z and f � L�T� such that n� � n� � � � �� and specf� 	 S� then
�X
k��

j �fnk�j
k

� c kfk��

The proof of the theorem was remarkably simple and was based on a clever con�

struction of bounded functions whose Fourier coe�cients have �desired	 properties� To

clarify the idea� we explain here how the authors formed the construction�

Let fSjg�j�� be the partition of S such that cardSj� � �j and S� � fn�g�
S� � fn�� n�� n�� n	g� S� � fn
� � � � � n��g� and so on� De�ne trigonometric polyno�

mials fj� j � �� �� �� � � �� such that

�� �fjn� � �� if n �� Sj�

�� j �fjn�j � ��j if n � Sj�

�� �fj �f � ��

Write jfjj �
�P
��

ane
int� and de�ne for j � �� �� �� � � ��

hjt� �
�

�

�
a� � �

��X
��

ane
int

�
� t � T�

�The Littlewood conjecture was also proved independently by S� V� Konjagin �S� V� Konjagin� On

a problem of Littlewood� Math� U�S�S�R� Izvestia Vol� �� ��	 �����	� ������� �translation of Izvestia

Akad� Nauk U�S�S�R�� Ser� Mat�� �� ��	 �����	� ��������	� However� according to ���� it seems that

Konjagin�s proof does not contain any generalization of Hardy�s inequality�
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Then the construction was de�ned inductively as follows�

F� �
�

�
f��

Fj�� � Fje
�hj�� �

�

�
fj��� j � �� �� �� � � � � ����

After that the authors pursued and showed that the above construction satis�es

the following crucial features�

�� kFjk� � �� j � ��

�� If n � Sj� � � j � m� then���� �Fmn�� �

�
�fjn�

���� � �

��
j �fjn�j�

�� If nk � Sj� � � j � m� then

Re
�
�Fm �f

�
nk� � j �fnk�j

��k
�

In ����� J� J� F� Fournier 
�� reported three di�erent constructions that play the

same role and satisfy the same properties as the construction ����� These constructions

are as follows

�� It should be mentioned that this construction was actually established by L� Pigno

and B� Smith in 
��� for a related purpose� Let � � a � �
�
� and de�ne inductively

F� � ��

Fj�� � afj�� �
	
�� �a�jfj��j�



Fj � a �fj��F

�
j � j � �� �� �� � � � � ����

�� Let � � a � �� and de�ne the construction by letting

F� � ��

Fj�� �
Fj � afj��

� � a �fj��Fj
� j � �� �� �� � � � � ����

�� Let � � a � �� Since the function log� � ajfj��j� is integrable� then there is an

outer function� Gj�� such that jGj��j � �� ajfj��j and

�Gj���� � exp

�
�

��

Z
T

log�� ajfj��j� dt
�
�

�For a de�nition of outer function see ���� p� �����
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Then de�ne the construction as follows�

F� � ��

Fj�� � �Gj�� Fj � afj��� j � �� �� �� � � � � ����

The mixed�norm generalization of Hardy�s inequality Theorem ���� p� ���� as we

mentioned in the abstract� was already proved by I� Klemes 
�� in ����� The proof

depends mainly on building a certain trigonometric polynomial F that satis�es the

following�

�� F � L�T��

�� There is a constant c � � such that�� X
�j���n��j

j �F �n�j�
�A���

� c ��j��� j � ��

�� If fj� j � �� �� � � �� are de�ned by either fj � �� if �fn� � � � n � 
�j��� �j��

or otherwise by

fjt� � ��j��

�� X
�j���k��j

j �fk�j�
�A���� X

�j���n��j

�fn�eint� t � T�

then �� X
�j���n��j

j �F n�� �fjn�j�
�A���

� �

�
��j��� j � ��

The trigonometric polynomial F was formed via using the construction ����� how�

ever� I� Klemes remarked in the same paper that the other three constructions� we

mentioned above� and �with some modi�cations such as convolving with Fej�er kernel

at each step�� each of them would also work here	�

It is well�known as noted in 
��� that the mixed�norm generalization is much

stronger than Hardy�s inequality if f � H�T�� because

�X
n��

j �fn�j
n

� b
�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

�
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for some constant b � �� In fact� via the Cauchy�Schwarz inequality� we have

X
�j���n��j

j �fn�j
n

�
�� X

�j���n��j

j �fn�j�
�A���

�
�� X

�j���n��j

�

n�

�A���

�
�� X

�j���n��j

j �fn�j�
�A���

�
�� X

�j���n��j

�

���j���

�A���

�

�� X
�j���n��j

j �fn�j�
�A���

�
�

� � �j
���j���

����

� �
p
�

����j
X

�j���n��j

j �fn�j�
�A���

�

hence�

�X
n��

j �fn�j
n

�
�X
j��

�� X
�j���n��j

j �fn�j
n

�A � �
p
�

�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

�

This fact can also be infered from 
�� p� �����

Hardy�s inequality and the Besov spaces

In 
��� x����� V� V� Peller and S� V� Khrushchev treated the reconstruction problem in

the space of all �nite complex Borel measures on T� The problem consists in �nding

conditions on X such that if  is a �nite complex Borel measure and P� � X� then

 � X� In this section� we are going to display another well�known generalization of

Hardy�s inequality� which is stated in this paper as a corollary of a theorem on the

reconstruction problem� Again for the sake of the thesis� subject� we are going to

expose the results in terms of functions f � L�T��

Theorem �
� �Peller�Khrushchev�
 Let � � p �� and f � L�T�� Then

P�f � B���p�

p p �� f � B���p�

p p � ����

where p� � p
p��

�
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Applying the de�nition of the Besov space B
���p�

p p for p � �� the theorem gives the

following generalization of Hardy�s inequality�

Corollary �
�
 If f � L�T�� then

�X
n��

j �f�n�j�
n

�� ��
�X
n��

j �fn�j�
n

���

In addition� it is remarked in the same paper that if s � Z� then
�X
n��

j �f�n�j�s
n

�� ��
�X
n��

j �fn�j�s
n

��� ����

It is an open problem to �nd numbers s � �
�
for which ���� holds� For s � �

�
� ����

becomes �����

P� Koosis jointly with S� Picorides� in 
�� gave a new simple and elegant proof of

Corollary ���� in fact a stronger result�

Theorem �
� �Koosis�
 If f � L�T�� and
�P
n��

j �f�n�j�

n
��� then

�����
�X
n��

j �fn�j�
n

�
�X
n��

j �f�n�j�
n

����� � �kfk���

It should be noted here that we will be referring to this crucial section at the end

of chapter ��



Chapter �

Mixed�Norm Generalization of

Hardy�s Inequality

The objects of this thesis are achieved here� The mixed�norm generalization of Hardy�s

inequality� which is the main result� is proved �rst� In the next section� we prove that

the main result can be expressed using the norm of the Besov space B
����

� � �

Main Result

Theorem �
� �Klemes�
 There is an absolute constant c � � such that for all

functions f � L�T��

�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

� ckfk� � c
�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

� ����

Proof 
 First� it is easy to see that if the theorem is true for all trigonometric polyno�

mials in L�T�� then it is also true for all functions f � L�T�� Indeed� suppose the

inequality ���� is true for all trigonometric polynomials in L�T� with some absolute

constant c � � and let f � L�T� be any arbitrary function�

��
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Consider KN � f� N � �� where KN is the Fej�er kernel of order N � Since for all

N � ��

KN � f t� �
NX

n��N

�KNn� �fn� eint�

and

kKN � fk� � kKNk�kfk� � kfk� ���

then KN � f is a trigonometric polynomial in L�T� � N � ��

Therefore� KN � f satis�es the inequality ���� � N � �� i�e�

�X
j��

����jX
n�Ij

h
�KNn�

i�
j �fn�j�

�A���� ckKN � fk� � c
�X
j��

����jX
n�Ij

h
�KN�n�

i�
j �f�n�j�

�A���

�

where Ij � 
�j��� �j��

Now� recall that � � �KNn� � � � N � �� and � n � Z� Hence� for all M�N � ��

we have

RMN� ��
MX
j��

����j
X
n�Ij

h
�KNn�

i�
j �fn�j�

�A���

�
�X
j��

����j
X
n�Ij

h
�KNn�

i�
j �fn�j�

�A���

� ckKN � fk� � c

�X
j��

����j
X
n�Ij

h
�KN�n�

i�
j �f�n�j�

�A���

� ckfk� � c
�X
j��

����j
X
n�Ij

j �f�n�j�
�A���

�

Since RMN� is a �nite sum for all N � � and
h
�KNn�

i�
�

N

� � n � N � then

�M � ��

lim
N��

RMN� �
MX
j��

����j
X
n�Ij

j �fn�j�
�A���

� ckfk� � c
�X
j��

����j
X
n�Ij

j �f�n�j�
�A���

�
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Hence� our claim now follows directly because

�X
j��

����j
X
n�Ij

j �fn�j�
�A���

� lim
M��

lim
N��

RMN�

� ckfk� � c
�X
j��

����j
X
n�Ij

j �f�n�j�
�A���

�

Having proved that� we can proceed now to complete the proof of the theorem�

assuming that f � L�T� is a trigonometric polynomial� Say

ft� �

�J��X
n���J��

�fn�eint� t � T�

where J is the smallest non�negative integer such that specf� 	 ��J � �J�� Since

� � ckfk� is true for c � �� then there is nothing to say when J � �� Hence� we can

assume also that J � ��

For convenience� write an � �fn�� n � Z�
De�ne trigonometric polynomials �j� j � �� � � � � J �� by

�jt� �

����������
� � if an � � � n � Ij

��j��

�P
k�Ij

jakj�
����� P

n�Ij

ane
int � otherwise

� t � T� ����

where Ij still denotes the interval 
�j��� �j��

For the time being� assume that the following proposition and theorem are true�

Proposition �
�
 For n � N� de�ne

Bn � lim
L��

LY
��j

�K���n��

where j is the unique integer such that n � Ij � 
�j��� �j�� and K���� from now

and on� denotes K������ � the Fej�er kernel of order equal to � � �� � �� Then Bn is

well�de�ned and Bn � ����

�In this chapter� j is just an index which may have di�erent limits in di�erent occurrences�
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Theorem �
�
 There exist absolute constants c�� c� � � and a trigonometric polyno�

mial F with the following properties�

�� kFk� � c��

	�

�P
n�Ij

j �F �n�j�
����

� c��
�j��� j � ��


� for � � j � J�

�P
n�Ij

j �F n�� bn ��jn�j�
����

� �
�
��j���

where bn �
JQ
��j

�K���n�� n � Ij � 
�j��� �j��

Then the proof of the main theorem continues by using a standard duality argument

as follows�

Consider the function F obtained from Theorem ���� Since kFk� � c�� then we

have

c�kfk� � kFk�
Z
T

jft�j dt
��

�
Z
T

���F t�
��� jft�j dt

��

�
������
Z
T

F t�ft�
dt

��

������ � ����

Notice that since f and F are trigonometric polynomials� and so in L�T�� then� by

Parseval�s theorem� we haveZ
T

F t�ft�
dt

��
�

�X
n���

�fn� �F n��

Recalling that an � �fn� and substituting in ����� we get

c�kfk� �
�����a� �F �� �

X
n��

an �F n� �
X
n��

an �F n�

�����
�

�����X
n��

an �F n�

������
�����a� �F �� �

X
n��

an �F n�

�����
�

�����X
n��

an �F n�

������
����a� �F ��

��� � �����X
n��

an �F n�

�����
�
� ����
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where we have used the triangle inequality in the last two steps�

Now notice that
��� �F ��

��� � ��� �F ��
��� � kFk� � c�� and ja�j � j �f��j � kfk��

Hence� rewriting ����� by using the above information� we get�����X
n��

an �F n�

����� � c�kfk� �
���a� �F ��

���� �����X
n��

an �F n�

�����
� c�kfk� � c�kfk� �

X
n��

janj
��� �F n�

���
� �c�kfk� �

�X
j��

X
n�Ij

ja�njj �F �n�j

� �c�kfk� �
�X
j��

���
��X

n�Ij

ja�nj�
�A�����X

n�Ij

j �F �n�j�
�A���

���
� �c�kfk� � c�

�X
j��

����j
X
n�Ij

ja�nj�
�A���

� ����

where we have used the Cauchy�Schwarz inequality and Theorem ��� �� in the last

two lines� respectively�

On the left�hand side of ����� we have�����X
n��

an �F n�

����� �

������
�X
j��

��X
n�Ij

an �F n�

�A������
�

�X
j��

Re

��X
n�Ij

an �F n�

�A � ����

Now �x j � �� If an � � � n � Ij� then

Re

��X
n�Ij

an �F n�

�A � � �

����j
X
n�Ij

janj�
�A���

� ����

If an �� � for some n � Ij� then we next prove that

Re

��X
n�Ij

��jn� �F n�

�A � �

�
��j�
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First� since for n � Ij� � � �K�n� � � � � � j� then� by using Proposition ����

we obtain that

bn �
JY
��j

�K���n� � Bn � lim
L��

LY
��j

�K���n� �
�

�
� ����

Also� notice that

k�jk� � k�jk���Ij� � ��j��

��X
k�Ij

jakj�
�A������X

n�Ij

janj�
�A���

� ��j��� ����

Hence� using ���� and ����� we get

X
n�Ij

bn ��jn� ��jn� �
X
n�Ij

bnj ��jn�j� � �

�
k�jk�� �

�

�
��j� �����

Therefore� we obtain

Re

��X
n�Ij

��jn� �F n�

�A � Re

��X
n�Ij

��jn�
�
bn ��jn� � �F n�� bn ��jn�

��A
� Re

��X
n�Ij

bn ��jn� ��jn�

�A�Re
��X
n�Ij

��jn�
�

�F n��bn ��jn�
��A

�
�

�
��j �

X
n�Ij

j ��jn�j
��� �F n�� bn ��jn�

���
�

�

�
��j � k�jk���Ij�

��X
n�Ij

j �F n�� bn ��jn�j�
�A���

�

where we have used ����� and the Cauchy�Schwarz inequality in the last two lines�

respectively� Using Theorem ��� �� and ����� the last estimate becomes

Re

��X
n�Ij

��jn� �F n�

�A �
�

�
��j � ��j�� � �

�
��j�� �

�

�
��j�

Now� since

an � �j��

��X
k�Ij

jakj�
�A���

��jn��
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then via using the last estimate

Re

��X
n�Ij

an �F n�

�A � �j��

��X
k�Ij

jakj�
�A���

Re

��X
n�Ij

��jn� �F n�

�A
�

�

�

����j
X
k�Ij

jakj�
�A���

� �����

From ����� ���� and ������ we get�����X
n��

an �F n�

����� �
�X
j��

�

�

����j
X
n�Ij

janj�
�A���

� �����

Finally� collecting estimates ���� and ������ and recalling that an � �fn�� we have

�X
j��

����j
X
n�Ij

j �fn�j�
�A���

� ��c�kfk� � �c�

�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

�

Letting c � �max�c�� c�� � ����� the proof is done� Q �E �D �

Now� we need only to prove the above Proposition ��� and Theorem ���� Before we

do that� it is very useful to compare the above proof and the original one given by I�

Klemes in 
��� Both proofs have used the standard duality argument after constructing

a certain trigonometric polynomial F whose Fourier coe�cients have desired properties�

One can notice that the di�erence between the two proofs is mainly due to the constants

bn in Theorem ��� ��� which lead us� naturally� to their de�nition� The Fej�er kernels�

used to de�ne bn� come from the construction of the trigonometric polynomial F and

this is the departure point to the proof of Theorem ����

I� Klemes in 
��� as mentioned in chapter � page ��� constructed his F by using

the recursive sequence ����� However� we� in the following proof of the existence of

such F � are going to use another di�erent construction� namely the recursive sequence

������ This construction is just a version of ����� the one used to prove the Littlewood

conjecture 
��� The modi�cation is mainly the convolution with Fej�er kernels of certain

orders� One now can understand the reason behind the de�nition of bn�
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The most important property of bn is their absolute lower boundedness� and here

comes the bene�t of Proposition ����

Proof of Proposition ���� Fix n � �� choose j such that n � 
�j��� �j�� and

de�ne

�Ln� �
LY
��j

�K���n�� L � j�

since � � �K���n� � � � � � j� then f�Ln�g�L�j is a decreasing sequence� hence

Bn � lim
L��

�Ln� exists and is well�de�ned�

Since �K���n� � � � � � j� then we can write

�Ln� � exp

�
LX
��j

ln
�
�K���n�

��
�

Now� we recall Ineq
 � on page ��� that is for real x� � � x � �
�
�

ln�� x� � ��x� �����

Since for � � j� �K���n� �
�
�� n

������

�
� and

� � n

� � �� � �
� �j � �

��j � ��
�

�

�
�

then for L � j� Ineq
 � gives

LX
��j

ln
�
�K���n�

�
�

LX
��j

ln

�
�� n

� � �� � �

�

� ��
LX
��j

n

� � �� � �

� ��
LX
��j

�j � �

� � �� � �
� ��

L�jX
���

�j � �

� � �j�� � �

� ��
L�jX
���

�j � �

� � �j � �� � � � �� � �
L�jX
���

�j � �

���j � ��

� �
�X
���

�

��
� ��

�
�
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Since ex is an increasing function� then

�Ln� � exp

�
LX
��j

ln
�
�K���n�

��
� e���� �

�

�
� L � j�

Hence� we get Bn � lim
L��

�Ln� �
�

�
�

Q �E �D �

We should turn our attention now to the proof of Theorem ���� and for that we

need �rst to prove some prerequisite results�

Notation �
�
 For g � L�T�� set

g�t� � �g�� � �
��X
��

�gn�eint� t � T�

The next lemma is already mentioned in 
�� p� �����

Lemma �
�
 If g is a real�valued function in L�T�� then g� has the following proper�

ties�

�� g� � L�T��

	� Re g� � g�


� bg�n� � �� n � ��

�� kg�k� � �kgk��

Proof 
 Since g � L�T�� i�e� f�gn�g��� � ��Z�� then
� bg�n�� � ��Z�� consequently�

by Riesz�Fischer theorem� g� is well de�ned and belongs to L�T�� �� is easily seen and

�� is clear by Parseval�s theorem� Now for ��� observe that �gn� � �g�n�� because

g is a real�valued function� and hence

Re g�t� �
�

�

�
g�t� � g�t�

�
� �g�� �

��X
��

�
�gn�eint � �gn�e�int

�
�

�X
��

�gn�eint � gt��

Q �E �D �
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Next� we prefer to recall some of the information and terminologies we have already

used during the proof of the main result Theorem ����� First we have f � L�T� is a

trigonometric polynomial� moreover�

ft� �
�J��X

n���J��

�fn�eint� t � T�

where J � which has been assumed to be � �� is the smallest non�negative integer

such that specf� 	 ��J � �J�� In addition� we have the trigonometric polynomials

�j� j � �� � � � � J � de�ned by

�jt� �

����������
� � if an � � � n � Ij

��j��

�P
k�Ij

jakj�
����� P

n�Ij

ane
int� otherwise

� t � T�

where an � �fn� and Ij � 
�j��� �j��

It should be noted� however� that J is �xed throughout the rest of this section�

Also� for future purposes� please keep the above information in mind�

Since �j � L�T�� then we can de�ne hj � j�jj� for j � �� � � � � J �
Now� de�ne the following inductive sequence of trigonometric polynomials

F
���
� � K��� �

	
��e

��h�


�

F
���
j�� � K�j��� �

�h
F

���
j � �j��

i
e��hj��

�
� � � j � J� �����

and put F ��� � F
���
J � where � � � � � is a parameter to be decided later�

We claim that this F ��� has enough power to attain the desired end and achieve our

goal� First� we need to study the behaviour of the above inductive sequence� We start

with the next lemma�

Lemma �
�


��
��F ���

��
�
� �

�
�

	� For � � j � J� spec
�
F

���
j

�
	 
�� � �j � �� �j��
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Proof 
 �� Since F ��� � F
���
J � it is more than enough to show that for all � � j � J ����F ���

j t�
��� � �

�
� t � T�

First� since for � � j � J � hj � j�jj�� then by Lemma ��� ��� Re hj � j�jj� Hence���e��hj�t��� � e��Re hj�t� � e��j�j�t�j � �

� � �j�jt�j � t � T� �����

where we have used the known inequality e�x � �
��x

� x � ��

Therefore� for � � j � J � we have���jt�e
��hj�t�

�� � j�jt�j
� � �j�jt�j �

�

�
� t � T� �����

Now consider the following mathematical induction� If j � � and t � T� we have���F ���
� t�

��� �
��K��� �

	
��e

��h�


t�
��

�
Z
T

K���t� ��
������e

��h��	�
�� d�
��

� �

�

Z
T

K	t� ��
d�

��

�
�

�

Z
T

K	��
d�

��
�

�

�
�

where we have used the fact that Lebesgue measure is translation invariant on T�

Suppose now that
���F ���

j t�
��� � �

�
� t � T� for some �xed � � j � J � Then� by

using the induction assumption and ������ we pass to the last step as follows� For

t � T� we have���F ���
j��t�

��� �
���K�j��� �

�h
F

���
j � �j��

i
e��hj��

�
t�
���

�
Z
T

K�j���t� ��
���hF ���

j �� � �j����
i
e��hj���	�

��� d�
��

�
Z
T

K�j���t� ��
h���F ���

j ��
���� j�j����j

i ��e��hj���	��� d�

��

� �

�

Z
T

K�j���t� ��
� � �j�j����j
� � �j�j����j

d�

��
�

�

�
�
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�� For � � j � J � we know that �j is a trigonometric polynomial and hence it

is in L�T�� Also� from ������ and from the proof of �� in this lemma� we have

e��hj and F
���
j � L�T� 	 L�T�� Therefore� we can use Lemma ��� in the following

mathematical induction�

For � � j � J � recall that spec�j� 	 
�j��� �j�� and it is clear by de�nition of hj

that spechj� 	 ��� ��� hence also spec
	
e��hj


 	 ��� ��� Therefore� we have

spec
	
��e

��h�

 	 spec��� � spec

	
e��h�



	 
�� �� � ��� �� � ��� ���

Then spec
�
F

���
�

�
� spec

	
K��� �

	
��e

��h�




� specK���� � spec��e
��h��

	 
��� �� � ��� �� � 
��� ���

Now� suppose that spec
�
F

���
j

�
	 
�� � �j � �� �j� for �xed � � j � J � Then

spec
�
F

���
j � �j��

�
	 spec

�
F

���
j

�
� spec�j���

	 
�� � �j � �� �j� � 
�j� �j���

� 
�� � �j � �� �j����

Hence�

spec
�h
F

���
j � �j��

i
e��hj��

�
	 spec

�
F

���
j � �j��

�
� spec

	
e��hj��



	 
�� � �j � �� �j��� � ��� ��

� ��� �j����

Therefore� the �nal step completes the proof as follows

spec
�
F

���
j��

�
� spec

�
K�j��� �

�h
F

���
j � �j��

i
e��hj��

��
� spec

	
K�j���


 � spec
�h
F

���
j � �j��

i
e��hj��

�
	 
�� � �j�� � �� � � �j�� � �� � ��� �j���

� 
�� � �j�� � �� �j����

The proof is done� Q �E �D �
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As a consequence of the nature of the above construction ������ we set the following

notation� for convenience� First� note that if g � L�T�� then e��hjg � L�T� for all

� � j � J � because
��e��hj �� � �� by ������ hence we are allowed to do the following�

For � � m �M � J � and g � L�T�� set for �Convolution with Fej�er kernels	�

CF
M�m� g� � K�M� �
	
e��hM

	
K�M��� �

	� � � 	e��hm�� 	K�m� �
	
e��hmg




 � � �


 � �����

For �xed M and g � L�T�� the reader may regard CF
M�m� g� as a �nite sequence

of functions on m� One can also think of it as an in�nite sequence of functions on m�

via generalizing the notation for m � � and m � M �

First note that

�� Since K�m� � K���m�� m � �� we can write K��� � ��

�� CF
J� J� g� � K�J� �
	
e��hJg



�

�� For indices m � J � we can de�ne �m � �� and since hm � j�mj�� then

e��hm � ��

Therefore� it makes sense to set the following generalized notation�

Notation �
�
 For � �M � J � m � � and g � L�T�� put

CF
M�m� g� �

����
�� if m � �

Formula ������ if � � m �M

g� if m � M

�

Next� we register the following easily�proved properties of the above notation�

Proposition �
�
 Let � �M � J� m � �� 
� � � C � and g� h � L�T�� then

�� CF
M�m� 
g � �h� � 
CF
M�m� g� � �CF
M�m� h��

	� CF
M�m� g� � CF
�
M�m� �� K�m� �

	
e��hmg


�
� � � m �M �


� CF
M � �� m� g� � K�M��� �
	
e��hM��CF
M�m� g�



� � � m �M � � � J�

Now� we are ready to show how the above notation plays the key role in many

results that will simplify the proof of Theorem ����
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Lemma �
�


�� For � � m � J� specCF
J�m� �m�� 	 
�� � �J � �� �m��

	� For � � m � J � ��

F ��� � CF
h
J�m� �� F

���
m��

i
�

JX
p�m��

CF
J� p� �p��

Here� for convenience� put F
���
�� � F

���
� � �� � ���


� For g � L�T� and � � m � J�

CF
J�m� g� � CF
�
J�m � �� K�m� �

		
e��hm � �



g

�

�
J��X
p�m

CF
�
J� p� �� K�p��� �

		
e��hp�� � �


 	
K�p� � � � � �K�m� � g



�
�K�J� � � � � �K�m� � g�

Proof 
 �� It is more than enough to prove that for all m and M such that

� � m �M � J � we have

spec CF
M�m��m�� 	 
�� � �M � �� �m��

We show that by mathematical induction on M � If M � �� then

spec CF
�� �� ���� � spec
	
K��� �

	
e��h���




	 spec

	
K���


 � �spec 	e��h�
� spec���
�

	 
��� �� � f��� �� � 
�� ��g � 
��� ���

Now� suppose that for �xed M � J � ��

spec CF
M�m��m�� 	 
�� � �M � �� �m� � � � m �M�

Then� from Proposition ��� ��� we have for all � � m �M � ��

CF
M � �� m� �m� � K�M��� �
	
e��hM��CF
M�m��m�



�
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Hence� if # � spec CF
M � �� m� �m��� then

# 	 spec
	
K�M���


 � �spec 	e��hM��



� spec CF
M�m��m��

�
	 
�� � �M�� � �� � � �M�� � �� � ���� �� � 
�� � �M � �� �m�

�
� 
�� � �M�� � �� �m��

�� Following the same idea� it is more than enough to show that for all m and M such

that � � m � M � � � J � �� we have

F
���
M � CF

h
M�m� �� F

���
m��

i
�

MX
p�m��

CF
M� p� �p��

Again we do it by mathematical induction on M � First� suppose M � �� and recall

that F
���
�� � F

���
� � �� � �� Now� if m � �� we get

CF
h
�� �� F

���
��

i
�

�X
p��

CF
�� p� �p� � � � � �CF
�� �� ��� � K��� �
	
e��h���



� F

���
� �

Similarly� if m � �� we obtain

CF
h
�� �� F

���
�

i
�

�X
p��

CF
�� p� �p� � � �CF
�� �� ��� � F
���
� �

So� suppose that our claim is true for some �xed M � J � If m � M � �� then we

are done� because

F ���
M�� � K�M��� �

�h
F ���
M � �

M��

i
e��hM��

�
� K�M��� �

�
e��hM��F

���
M

�
�K�M��� �

	
e��hM���

M��



� CF

h
M � �� m� �� F

���
m��

i
�

M��X
p�m��

CF
M � �� p� �p��

So� assume that m �M � �� Then by the induction assumption� we have

F
���
M�� � K�M��� �

�h
F

���
M � �

M��

i
e��hM��

�
� K�M��� �

�
e��hM��

�
CF

h
M�m� �� F

���
m��

i
�

MX
p�m��

CF
M� p� �p�

��
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�K�M��� �
	
e��hM���

M��



� K�M��� �

�
e��hM��CF

h
M�m� �� F

���
m��

i�
�

MX
p�m��

K�M��� �
	
e��hM��CF
M� p� �p�



�CF
M � ��M � �� �

M��
�

� CF
h
M � �� m� �� F

���
m��

i
�

MX
p�m��

CF
M � �� p� �p�

�CF
M � ��M � �� �
M��

�

� CF
h
M � �� m� �� F

���
m��

i
�

M��X
p�m��

CF
M � �� p� �p��

Where we have used Proposition ��� �� in the third step�

�� Let g � L�T� be any arbitrary function� First recall that for any � � j � J �

e��hjg � L�T�� hence� K�j� �
	
e��hjg



and K�J� � g � L�T��

Consider the following mathematical induction on J �m� If m � J � then by using

the de�nition of CF
J� J� g�� we have

CF
J� J� g� � K�J� �
	
e��hJg



� K�J� �

		
e��hJ � �



g � g



� K�J� �

		
e��hJ � �



g


�K�J� � g

� CF
�
J� J � �� K�J� �

		
e��hJ � �



g

�

�K�J� � g

�
J��X
p�J

CF
�
J� p� �� K�p��� �

		
e��hp�� � �


 	
K�p� � � � � �K�J� � g



�
�

Now� suppose it is true for �xed m� � � m � J � and for any function g � L�T��

Then� by using Proposition ��� �� and ��� we get

CF
J�m� �� g� � CF
�
J�m�K�m��� �

	
e��hm��g


�
� CF

�
J�m�K�m��� �

		
e��hm�� � �



g � g


�
� CF

�
J�m�K�m��� �

		
e��hm�� � �



g

�

�CF
�
J�m�K�m��� � g

�
�
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Using the induction assumption for CF
�
J�m�K�m��� � g

�
� and letting� for conve�

nience� CF � CF
J�m� �� g�� then we obtain that

CF � CF
�
J�m�K�m��� �

		
e��hm�� � �



g

�

�CF
�
J�m � �� K�m� �

		
e��hm � �



K�m��� � g�


�
�

J��X
p�m

CF
�
J� p� �� K�p��� �

		
e��hp�� � �


 	
K�p� � � � � �K�m� �K�m��� � g



�
�K�J� � � � � �K�m� �K�m��� � g

� CF
�
J�m�K�m��� �

		
e��hm�� � �



g

�

�
J��X

p�m��

CF
�
J� p � �� K�p��� �

		
e��hp�� � �


 	
K�p� � � � � �K�m��� � g



�
�K�J� � � � � �K�m��� � g�

Q �E �D �

Since Ij denotes the interval 
�j��� �j�� for sake of simplicity� we let �Ij denote

the interval ��j���j����

Corollary �
�


�� For � � m � J� kK�J� � � � � �K�m��� � F ���
m��k���Im� � ��

	� F ��� �
JP
���

CF
J� �� ����


� F ��� � F ���j��� �
JP
���

K�J� � � � � �K��� � ���

Proof 
 �� Fix m as above� From Lemma ��� ��� we have

spec
�
F

���
m��

�
	 
�� � �m�� � �� �m��� � 
�� � �p � �� � � �p � �� � p � m� ��

Hence�

spec
�
K�J� � � � � �K�m��� � F ���

m��

�
�

J�
p�m��

specK�p�� � spec
�
F

���
m��

�
� spec

�
F

���
m��

�
	 
�� � �m�� � �� �m����
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Therefore� we are done because �Im � 
�� � �m�� � �� �m��� � ��
�� Put j � � in Lemma ��� ���

�� It is obvious� Q �E �D �

The next lemma gives approximations to some terms involving the CF
�� �� ���

Lemma �
	
 Let g be a bounded function and � � m � J� Then

�� kCF
J�m� �m� k� � k�mk��
	� kCF
J�m� g��K�J� � � � � �K�m� � g k� � ��kgk�

JP
p�m

k�pk��

Proof 
 Bearing in mind the facts that kKNk� � � � N � �� and for all � � m � J �

je��hmj � �� consider the following�

�� It is more than enough to prove that for all m and M such that � � m �M � J �

we have

kCF
M�m��m� k� � k�mk��

Suppose M � �� then� via Young�s inequality� we have

kCF
�� �� ���k� �
��K��� �

	
e��h���


��
�

� kK���k�
��e��h���

��
�
� k��k��

Assume� if it is possible� that the claim is true for �xed M � J and for all

� � m �M � Then� by Proposition ��� �� and again Young�s inequality� we obtain for

all � � m �M � ��

kCF
M � �� m� �m� k� �
��K�M��� �

	
e��hM��CF
M�m��m�


��
�

� kK�M���k�
��e��hM��CF
M�m��m�

��
�

� kCF
M�m��m� k� � k�mk��

Observe that in the last line� if m � M � �� then CF
M�m��m� � �m�

�� Fix m� � � m � J � By Lemma ��� ��� we have
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CF
J�m� g��K�J� � � � � �K�m� � g � CF
�
J�m� �� K�m� �

�	
e��hm � �



g
��

�

�
J��X
p�m

CF
�
J� p� �� K�p��� �

�	
e��hp�� � �


 	
K�p� � � � � �K�m� � g


��
� �����

We need here to record some clear facts about the hm� � � m � J � First� since

hm � j�mj�� then Rehm � j�mj � �� Hence� by using Ineq
 � on page �� and Lemma

��� ��� we have ��e��hm � �
��
�
� �khmk� � ��k�mk�� �����

Now� for simplicity of writing� let x � CF
�
J�m� �� K�m� �

		
e��hm � �



g

�
�

Then� by using Young�s inequality� and the facts mentioned at beginning of the proof�

we obtain

kxk� �
��K�J� �

	
e��hJ

	
K�J��� �

	� � � 	e��hm�� 	K�m� �
�	
e��hm � �



g
�

 � � �


��

�

� kK�J�k�
��e��hJ 	K�J��� �

	� � � 	e��hm�� 	K�m� �
�	
e��hm � �



g
�

 � � �

��

�

� ��e��hJ 	K�J��� �
	� � � 	e��hm�� 	K�m� �

�	
e��hm � �



g
�

 � � �

��

�

� ��K�J��� �
	
e��hJ��

	
K�J��� �

	� � � 	e��hm�� 	K�m� �
�	
e��hm � �



g
�

 � � �


��

�

� kK�J���k�
��e��hJ�� 	K�J��� �

	� � � 	e��hm�� 	K�m� �
�	
e��hm � �



g
�

 � � �

��

�

� ��e��hJ�� 	K�J��� �
	� � � 	e��hm�� 	K�m� �

�	
e��hm � �



g
�

 � � �

��

�

� ��K�J��� �
	� � � 	e��hm�� 	K�m� �

�	
e��hm � �



g
�

 � � �
��

�

� � � � � ��	e��hm � �


g
��
�

� kgk� ke��hm � �k� � ��kgk�k�mk��

where we have used ����� in the last line�

Similarly� following the same idea of the above estimation� and letting

yp � CF
�
J� p� �� K�p��� �

�	
e��hp�� � �


 	
K�p� � � � � �K�m� � g


��
�

where m � p � J � �� we get that

kypk� �
��K�J� �

	� � � 	e��hp�� 	K�p��� �
�	
e��hp�� � �


 	
K�p� � � � � �K�m� � g


�

 � � �
��
�

� � � � � ��	e��hp�� � �

 	
K�p� � � � � �K�m� � g


��
�
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� kK�p� � � � � �K�m� � gk�
��e��hp�� � �

��
�

� ��kgk�k�p��k��

where we have used the fact that kK�p� � � � � �K�m� � gk� � kgk�� To con�rm this fact

notice that for any bounded function G and for all N � ��

jKN �G ��j �
Z
T

KN� � t�kGk� dt

��
� kGk� � � � T�

This implies that kKN � Gk� � kGk�� consequently� the result follows by classical

mathematical induction�

Finally� back to ������ apply the L��norm and substitute by the last two estima�

tions�

kCF
J�m� g��K�J� � � � � �K�m� � gk� �

�����x �
J��X
p�m

yp

�����
�

� kxk� �
J��X
p�m

kypk�

� ��kgk�k�mk� �
J��X
p�m

��kgk�k�p��k�

� ��kgk�
JX

p�m

k�pk��

Q �E �D �

Corollary �
�
 Let g be a bounded function� n � N and � � m � J� Then

kCF
J�m� g�k���In� � kK�J� � � � � �K�m� � gk���In� � ��kgk�
JX

p�m

k�pk��

where �In � ��n���n����

Proof 
 Remembering Parseval�s theorem� this is easy� If x � CF
J�m� g�� then

kxk���In� � kCF
J�m� g��K�J� � � � � �K�m� � g �K�J� � � � � �K�m� � gk���In�
� kCF
J�m� g��K�J� � � � � �K�m� � gk���In� � kK�J� � � � � �K�m� � gk���In�



Mixed�Norm Generalization of Hardy�s Inequality ��

� kCF
J�m� g��K�J� � � � � �K�m� � gk� � kK�J� � � � � �K�m� � gk���In�

� ��kgk�
JX

p�m

k�pk� � kK�J� � � � � �K�m� � gk���In��

Q �E �D �

Finally� we can say that we are ready to prove Theorem ����

Proof of Theorem ���� We have already claimed before that our F ���� built from the

inductive sequence ������ is the one that satis�es the three properties� after choosing

the �� of course� To show that consider the following�

�� we have already proved that kF ���k� � �
�
in Lemma ��� ��� So� c� � �

�
� ��

obviously�

�� Fix j � �� By Lemma ��� ���

spec
	
F ���



� spec

�
F

���
J

�
	 
�� � �J � �� �J��

Therefore� If j � J � �� ��X
n�Ij

jdF ����n�j�
�A���

� ��

So� assume � � j � J � ��

Now� if we let m � j in Lemma ��� ��� then we have��X
n�Ij

jdF ����n�j�
�A���

�
��F ���

��
���Ij�

�

�����CF hJ� j � �� F
���
j��

i
�

JX
p�j��

CF
J� p� �p�

�����
���Ij�

�
���CF hJ� j � �� F

���
j��

i���
���Ij�

�
JX

p�j��

kCF
J� p� �p�k���Ij� ������

From the proof of Lemma ��� ���
���F ���

j��

���
�
� �

�
� � � j � J � �� Hence� Corollary

��� gives���CF hJ� j � �� F
���
j��

i���
���Ij�

�
���K�J� � � � � �K�j� � F ���

j��

���
���Ij�

� ��
���F ���

j��

���
�

JX
p�j��

k�pk�
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� � � �� � �
�

�X
p�j��

k�pk�

� �
�X

p�j��

��p�� � � � ��j���

where we have used Corollary ��� �� and ���� in the last two lines� respectively�

Also� from Lemma ��� ��� we have

kCF
J� p� �p�k���Ij� � kCF
J� p� �p�k� � k�pk� � ��p��� �����

Substituting the last two estimates into ������ we get��X
n�Ij

jdF ����n�j�
�A���

� � � ��j�� �
JX

p�j��

��p��

� � � ��j�� �
�X

p�j��

��p��

� � � ����j�� � �� � ��j���

Hence� c� � ���

�� First recall Corollary ��� �� and ��� Since spec��� 	 I�� � � � � J � then

F ���t� �
JX
���

	
K�J� � � � � �K��� � ��



t�

�
JX
���

�X
n���

bn ���n�e
int

�
JX
���

X
n�I�

bn ���n�e
int�

So� for �xed j� � � j � J � and n � Ij� we have���dF ���n�� bn ��jn�
��� � ���dF ���n�� dF ���n�

��� �
Hence� actually� we need to show that

��F ��� � F ���
��
���Ij�

� �

�
��j���
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First� use Corollary ��� �� and �� to write

F ��� � F ��� �
JX
���

CF
J� �� ����
JX
���

K�J� � � � � �K��� � ��

�
JX
���

CF
J� �� ����K�J� � � � � �K��� � ��� �����

Now� observe that

specK�J� � � � � �K��� � ��� �
J�
p��

specK�p�� � spec���

� spec��� � 
����� ����

So� by using Lemma ��� ��� we get

specCF
J� �� ����K�J� � � � � �K��� � ��� 	 
�� � �J � �� ����

This means that for � � � � j � � and for n � Ij � 
�j��� �j�� we have

	
CF
J� �� ����K�J� � � � � �K��� � ��



b

n� � ��

Using this fact and ������ we obtain for n � Ij

	
F ��� � F ���



b

n� �
JX
��j

	
CF
J� �� ����K�J� � � � � �K��� � ��



b

n��

Now notice that� by the Cauchy�Schwarz inequality�

k��k� �
X
n�I�

j ���n�j � ����k��k� � ��

The above facts� with Lemma ��� �� and ����� imply that

��F ��� � F ���
��
���Ij�

�

�����
JX
��j

CF
J� �� ����K�J� � � � � �K��� � ��

�����
���Ij�

�
JX
��j

��CF
J� �� ����K�J� � � � � �K��� � ��

��
���Ij�

�
JX
��j

��CF
J� �� ����K�J� � � � � �K��� � ��

��
�
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�
JX
��j

��k��k�
JX
p��

k�pk�

� ��
JX
��j

�X
p��

��p��

� ��
�X
��j

����� � �� � ��j���

So� by choosing � � �

�
� and hence c� � ��� the proof is done� and now I can say

that it is my pleasure to type the welcome symbol Q �E �D �

Reformulation of the Main Result in B
����

� �

In this section� we show that the mixed�norm generalization of Hardy�s inequality

Theorem ���� p� ��� can be reformulated in terms of the norm of the Besov space

B
����

� � � We start with the following proposition�

Proposition �
�
 There is an absolute constant a � � such that for all functions

f � L�T��

�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

� akfk� � a
�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

�

Instead of proving directly� the above proposition� we are going to prove the fol�

lowing lemma�

Lemma �
�
 Proposition 	�
 is equivalent to Theorem 	��� p� 	
�

Proof 
 For the sake of simplicity of writing� put  Ij � 
�j��� �j� and   Ij � 
�j��� �j��

The strategy of the proof is to show that for any arbitrary function f � L�T��

�X
j��

����j
X
n��Ij

j �fn�j�
�A���

�
�X
j��

�B���j
X
n� ��Ij

j �fn�j�
�CA

���

�
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and

�X
j��

����j
X
n��Ij

j �f�n�j�
�A���

�
�X
j��

�B���j
X
n� ��Ij

j �f�n�j�
�CA

���

�

Since the proof should be independent of f � then it is enough to prove only the �rst

equivalence�

Write A �
�P
j��

Aj� and B �
�P
j��

Bj� where

Aj �

����j
X
n��Ij

j �fn�j�
�A���

� and Bj �

�B���j
X
n� ��Ij

j �fn�j�
�CA

���

�

Since Aj � � � j � �� then SJ ��
JP
j��

Aj is an increasing sequence� and hence its

limit as J 
 � exists which may be ��� Therefore� any subsequence of fSJg also

tends to the same limit as J 
�� in particular� S�J � However� since

S�J �
�JX
j��

Aj �
JX
j��

A�j�� � A�j�

then

A � lim
J��

S�J � lim
J��

JX
j��

A�j�� � A�j �
�X
j��

A�j�� � A�j�

Now we claim that A�j�� � A�j � Bj � j � �� To see that �x j � � and recall

Ineq
 � on page ��� which is

p
a� b � p

a �
p
b �

p
�
p
a � b� a� b � ��

Since all the terms here are non�negative real numbers� then� by using Ineq
 �� we

get

A�j�� � A�j �

�����j��
X

n��I�j��

j �fn�j�
�A���

�

�����j
X
n��I�j

j �fn�j�
�A���

�
p
�

�����j��
X

n��I�j��

j �fn�j� � ���j
X
n��I�j

j �fn�j�
�A���
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�
p
�

��� � ���j
X

n��I�j��

j �fn�j� � � � ���j
X
n��I�j

j �fn�j�
�A���

� �

�����j
X

n��I�j��

j �fn�j� � ���j
X
n��I�j

j �fn�j�
�A���

� �

����j

�� X
n��I�j��

j �fn�j� �
X
n��I�j

j �fn�j�
�A�A���

� �Bj�

because  I�j�� �  I�j � 
���j���� �j��� � 
��j��� ��j� � 
���j���� ��j� �   Ij�

Also� by Ineq
 ��

A�j�� � A�j �
�����j��

X
n��I�j��

j �fn�j� � ���j
X
n��I�j

j �fn�j�
�A���

�
�����j

X
n��I�j��

j �fn�j� � ���j
X
n��I�j

j �fn�j�
�A���

� Bj�

Hence� we have Bj � A�j�� � A�j � �Bj �j � �� Consequently� B � A � �B�

i�e� A � B� Q �E �D �

For the next theorem� recall the Besov spaces section in chapter �� in particular� the

de�nition of B
����

� � and the kernels Wn� and their properties Proposition ����� Also�

recall that for f � L�T�� the Riesz projections P� and P� are

P�f�t� �
X
n��

�fn�eint and P�f�t� �
X
n��

�fn�eint� t � T�

Theorem �
�
 Proposition 	�
 is equivalent to the following�

�There is an absolute constant b � � such that for all functions f � L�T��

kP�fkB����
� �

� bkfk� � bkP�fkB����
� �

�	

Proof 
 Since� by the de�nition of Wn� specWn� � �n��� �n���� n � �� andcWnk� � cW�n�k� � k� n � �� then for n � �� we get specWn� � ���n������n����
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Therefore� for n � �� we have

specWn � P�f� � specWn� � specP�f� 	 specWn� � ���� � � �

consequently� by Parseval�s theorem� kWn � P�fk� � � � n � �� Hence�

kP�fkB����
� �

�
X
n�Z

��jnj��kWn � P�fk� �
X
n	�

��n��kWn � P�fk�

�
�X
n��

	
��nkWn � P�fk��


���
�

Now� since � � cWnk� � � � n� k � Z� then� by Parseval�s theorem� we obtain for

n � ��

kWn � P�fk�� �
X
k�Z

jcWnk�j� jdP�fk�j�
�

�n��X
k��n��

jcWnk�j j �fk�j��

Also� since W�t� � e�it � � � eit� then

kW� � P�fk�� � jcW����j� jdP�f���j� � jcW���j� jdP�f��j� � jcW���j� jdP�f��j�
� j �f��j��

For convenience� let x � kP�fkB����
� �

� Then by using Ineq
 �� ���� and the last

two estimations� we get

x �
�X
n��

	
��nkWn � P�fk��


���
�

	
��kW� � P�fk��


���
�
	
���kW� � P�fk��


���
�
	
���kW� � P�fk��


���
�
	
���kW� � P�fk��


���
� � � �

�
�
j �f��j�

����
�

�
���

�
j �f��j� � �

�
j �f��j�

�����

�

�
���

�
�

�
j �f��j� � j �f��j� � �

�
j �f��j� � �

�
j �f��j� � �

�
j �f��j�

�����

�

�
���

�
�

�
j �f��j� � �

�
j �f��j� � �

�
j �f��j� � � � �� �

�
j �f���j�

�����

� � � �
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We do this� again by using the above estimation and Ineq
 �� as follows� recall that
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Similarly� since Wnk� � W�n�k� � k� n � �� and the above proof is independent

of f � we get
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Q �E �D �

Corollary �
�
 The mixed�norm generalization of Hardy�s inequality can be reformu�

lated in terms of the norm of B
����

� � as follows�

�There is an absolute constant b � � such that for all functions f � L�T��

kP�fkB����
� �

� bkfk� � bkP�fkB����
� �

�	 �����

Notice the similarity between ����� and ���� when p � �� Corollary ��� solves the

reconstruction problem for the Besov space B
����

� � � that is�
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� � �� f � B
����

� � �

Now it is natural to raise the following question� for which numbers p � ��

P�f � B���p
p � �� f � B���p

p � $



Conclusion

From this thesis� it can be concluded that the mixed�norm generalization of Hardy�s

inequality Theorem ���� can be proved by using at least two di�erent constructions

namely ���� and ����� In addition� reformulation of the mixed�norm generalization

can be presented in terms of the norm of the Besov space B
����

� � � This reformulation

solves the reconstruction problem of the Besov spaces B
����

� � � In addition� all of these

results can be restated in terms of �nite complex Borel measures�

We conclude this study with the following questions� which may raise a suggestion

for pursuing this work in the same direction�

 Is there any relationship between the mixed�norm generalization of Hardy�s inequal�

ity and the open problem in ����$

 Is it possible to rewrite the mixed�norm generalization of Hardy�s inequality as

follows��������
�X
j��

����j
X

�j���n��j

j �fn�j�
�A���

�
�X
j��

����j
X

�j���n��j

j �f�n�j�
�A���

������� � ckfk� $

 For which numbers p � ��

P�f � B
���p
p � �� f � B

���p
p � $

 Can the mixed�norm generalization be deduced from Theorem ���$

 Can the mixed�norm generalization be deduced from Theorem ���$

��
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